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Long-term goal: Develop a spatial sampling scheme to optimize geospatial data collection for GeoML models

- Step 1 (Workshop paper focus): Understand how factors of dataset composition effect GeoML model performance.

Optimizing Representativeness and Quantity

Cost structures of physical data collection induce a trade-off between collecting datasets that
1. representative, containing enough data from relevant parts of the region of interest, and
2. have a high-quantity of data, a significant factor in ML model performance across all domains.
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Objective: Evaluate the effectiveness of our
proposed sampling method in constrained

Cost Structure 1 Cost Structure 2

Simple Stratified Ours Ours Ours Simple Stratified Ours Ours Ours

settings.

J Budget p ndom Random (A=1) (A=0.05) (A=0) Random Random (A=1) (A=0.05) (A=0)
Steps: 1000 191 181 316 528 1000 91 73 322 510 1000
1. Obtain sample subset according to 2000 373 363 633 1054 2000 183 147 646 1018 2000

sampling method with respect to budget 3000 551 545 951 1581 3000 258 225 970 1529 3000
2. Train model on selected sample 4000 738 727 1267 2109 4000 337 299 1293 2037 4000
3. Compare performance across sampling 5000 928 908 1584 2637 5000 421 377 1614 2550 5000

method Table 1: Average number of samples obtained by each sampling method under budget

constraints. Cost Structure 1 (moderate cost difference) and Cost Structure 2 (extreme cost difference).
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Figure 1: R? vs. cost of collection for Cost Structure 1.

Population Treecover Elevation
0.9

0.6 A
0.6

Cluster 0 0.8 - 0.5 -

Cluster 1
Cluster 2 0.5 1
Cluster 3
Cluster 4
Cluster 5
Cluster 6
Cluster 7

0.4 -

0.7 A
0.4

R2
R2
R2

0.3 A

Cost Structures: o5 o
) ' i 0.2- /

« Cost Structure 1 (Moderate cost difference): —— sRs R s
Groups 0, 2, 5, 6 cost 1; Groups 1, 3,4, 7 021 / . owenzo) PN o1l © . oue0)
COSt 10 ----- Ours(A = 0.05) 054 0, . Ours(A=0.05) | | Ours(A = 0.05)

. ===+ Ours(A =1) == Ours(A =1) === Ours(A =1)
e (Cost Structure 2 (Extreme cost difference): o 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 00 1000 2000 3000 4000 5000
Cost Cost Cost

Groups 1 and 3 cost 50; other groups cost 1. Figure 2: R? vs. cost of collection for Cost Structure 2.

Takeaway 1. Larger training sets do not necessarily lead to increased model performance, as for cost structure 1, our method with A=1 outperforms 1=0.05
and A=0. This demonstrates the importance of having a representative training set.

Takeaway 2. For cost structure 2, our method with all values of A leads to significant improvements above simple random and stratified random sampling in
the population and treecover outcomes. This demonstrates the importance of having a large dataset when operating under cost constraints.

Takeaway 3. Our method is particularly effective when some groups are significantly more expensive or difficult to sample.
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