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Quebec Plantations dataset
● 15 plantation sites
● 19,500 annotated individual tree crowns
● 5mm/px drone imagery
● 9 tree species of interest

Traditional carbon estimation
in tree plantations

Cost, labor and time 
intensive field surveys

High resolution 
drone imagery 

Opportunities

Foundation models: the Segment Anything Model (SAM)

RGB image

Digital Surface
Model (DSM)

Goal 

Current limitations

How can we leverage the  Segment Anything Model for the task of tree crown instance segmentation?
Can the models be improved by including task specific information in the form of the DSM? 

DSMPrompter
RSPrompter

Tree crown instance 
segmentation in high 
resolution drone imagery 
for carbon estimation 

SAM out-of-

the-box

- SAM out-of-the-box 
is not suited to high-
resolution drone 
imagery

- No species 
information

Ground truth RSPrompter DSMPrompter
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- Methods using SAM for inference without further tuning do 
not outperform a simpler Mask R-CNN model trained 
specifically for our task of interest. 

- However when tuned properly, SAM components can be 
leveraged to make it a powerful tool.

- Adding the DSM improves predictions of all models. 
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