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ABSTRACT

Methods using satellite imagery have been increasingly explored for analyzing
demographic, health, and development indicators. This paper introduces a new
dataset that pairs satellite imagery with high-quality survey data to benchmark
state-of-the-art computer vision methods targeting childhood poverty estimation.
The dataset includes 33,608 images from 16 countries in Eastern and South-
ern Africa between 1997 and 2022, integrating six childhood poverty indicators
(UNICEF, 2021) derived from Demographic and Health Surveys (DHS). Base-
line approaches based on band statistics and spectral indices are compared against
deep learning foundation models (e.g., DINOv2 (Oquab et al., 2023) and SatMAE
(Cong et al., 2022)), demonstrating that classical methods remain strong baselines
while deep learning vision models with high-resolution input further improve ac-
curacy. Open-source code is provided to reproduce and extend the pipeline, in-
cluding dataset construction and model comparisons.

1 INTRODUCTION

Satellites like Landsat and Sentinel regularly capture and host updated, publicly available, high-
resolution imagery every 1–2 weeks, providing valuable data for applications in agriculture, health,
development, and disaster response. Recent work demonstrates how satellite imagery can be used
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to estimate the causal impact of electricity access on livelihoods (Ratledge et al., 2021), measure
urban income and overcrowding (Suel et al., 2021), and predict population in the absence of census
data (Wardrop et al., 2018). Of the 8 billion people globally, over 2 billion are children (aged <18
as defined in the UN Convention on the Rights of the Child (UN General Assembly, 1989)), whose
poverty differs from that of adults due to distinct growth, health, and education needs (Brooks-Gunn
& Duncan, 1997). These specific needs are inferred beyond household-level wealth or resources, as
households may be unequal internally or fail to address the requirements of children. Consequently,
UNICEF (2021) emphasize the need to measure child poverty at the level of children themselves,
with a focus on the “constitutive rights of poverty” that facilitate cross-country comparisons.

In this work, we introduce KidSat, a new dataset designed for advanced machine learning meth-
ods targeting multidimensional child poverty estimation. KidSat pairs geo-coded survey data on
child poverty indicators from 16 countries in Eastern and Southern Africa with the associated mul-
tispectral satellite imagery, offering a standardized framework to benchmark and refine approaches
in computer vision for childhood poverty monitoring. Our contributions are as follows:

• We aggregate geo-coded DHS data on multidimensional child poverty alongside corre-
sponding satellite imagery. The evaluation benchmarks are provided on a univariate mea-
sure (the percentage of children experiencing deprivation, from 0% to 100%) and its sub-
indicators, making model outputs directly interpretable by policymakers.

• We evaluate a range of methods, from baselines leveraging spatial correlation to satellite-
based foundational vision models. Notably, our experiments underscore the importance
of high-resolution imagery and the capability of foundational vision models to effectively
process such detailed inputs.

2 RELATED WORK

Publicly available high-resolution satellite imagery from Landsat and Sentinel has facilitated the
creation of numerous datasets for machine learning tasks. Well-known examples include functional
map of the world (fMoW) (Christie et al., 2018), EuroSAT (Helber et al., 2019), XView (Lam et al.,
2018), Spacenet (Van Etten et al., 2018), and Floodnet (Rahnemoonfar et al., 2021), all of which
focus primarily on object detection, segmentation, or similar computer vision–centric objectives. In
the field of social science, Yeh et al. (2021) introduced SustainBench to systematically link remote-
sensing imagery with broader development metrics such as health, wealth, and clean water indices;
it remains the only standardized dataset designed for socio-economic prediction tasks to date.

Beyond these generic datasets, the application of machine learning to satellite images for demo-
graphic, health, and development indicators has gathered increasing attention. Jean et al. (2016)
pioneered the use of convolutional neural networks (CNNs) to estimate human development levels
at finer spatial and temporal resolutions. Subsequent research has leveraged satellite imagery to
infer both directly observable indicators like deforestation and agricultural yields (Ball et al., 2022;
Estes et al., 2022; Xu et al., 2024) and more abstract metrics such as poverty rates (Ayush et al.,
2021), health conditions (Daoud et al., 2023), or composite measures of development (Sherman
et al., 2023), especially in regions with sparse on-ground data.

Progress in self-supervised learning (He et al., 2022; Caron et al., 2021) has driven the emergence
of large-scale foundation models, which are pre-trained on vast, unlabeled datasets and later fine-
tuned for specific tasks. In computer vision, this paradigm is demonstrated by SimCLR (Chen
et al., 2020), CLIP (Radford et al., 2021), and DINO (Caron et al., 2021). More recently, satellite-
specific foundation models have appeared, including SatMAE (Cong et al., 2022) (based on masked
autoencoders), SatCLIP (Klemmer et al., 2023) (adapting CLIP to satellite imagery), and Diffu-
sionSat (Khanna et al., 2024) (a diffusion-based generator (Rombach et al., 2022)). Whether these
specialized models consistently outperform general-purpose foundation models on smaller or more
specialized datasets remains an open question.

3 KIDSAT DATASET

KidSat is a novel dataset that pairs high-resolution satellite imagery with summarized demographic
and health data from the DHS Program in Eastern and Southern Africa. By leveraging the DHS’s
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Figure 1: Pipeline for predicting child poverty from satellite images. Each cluster’s location is used
to extract a 10km×10km patch, which is processed by baseline or transformer-based models to
predict the severe deprivation measure.

rigorous sampling methods and geo-located cluster information, KidSat offers a unique opportunity
to apply advanced machine learning approaches for estimating socio-economic and health indicators
in under-surveyed areas. Basic dataset statistics are provided in Appendix A.1.

The DHS Program (UN General Assembly, 1989) has conducted over 400 nationally representative
household surveys in 90 countries since 1984 using a stratified two-stage cluster design in which
enumeration areas (EAs) serve as the primary sampling unit. Anonymized cluster coordinates (with
random jitter) facilitate the mapping of survey data to precise locations. Child poverty indicators in
our dataset draw on UNICEF’s (UNICEF, 2021) multidimensional framework, which encompasses
six dimensions of deprivation (housing, water, sanitation, nutrition, health, and education). A child
is considered severely deprived if they are severely deprived in at least one dimension. We aggregate
these outcomes at the cluster level, forming our primary target variable, severe_deprivation.
Detailed variable definitions of childhood poverty indicators appear in Appendix A.1.2.

To build the satellite imagery component, we utilize Sentinel-2 and Landsat (5, 7, and 8) data for
their public availability, large-scale coverage, and suitability for vision-based analyses. Each EA
is paired with a 10km×10km image patch obtained via Google Earth Engine, filtered by survey
year and low cloud coverage (≤ 20%). Median compositing is applied to minimize cloud artifacts.
Sentinel-2 images yield a 1000×1000 pixel patch, while Landsat results in 333×333 pixels for the
same spatial coverage, encompassing both RGB and extended spectral bands (Appendix A.1.1).

4 BENCHMARK AND RESULTS

4.1 EXPERIMENTAL DESIGN

We evaluate child poverty estimation under two distinct settings: a spatial and a temporal bench-
mark. For the spatial task, we use 5-fold spatial cross-validation at the cluster level, training on
80% of the clusters and holding out the remaining 20%. This setup tests the model’s ability to gen-
eralize to unsurveyed locations. For the temporal task, we use historical data from before 2019
(inclusive) to predict child poverty for the years 2020–2022, thus assessing the model’s capability
to forecast future conditions based on prior satellite imagery.

4.2 BENCHMARK METHODS

We compare baseline methods and advanced computer vision techniques, each representing a dif-
ferent strategy for processing satellite imagery:

• Baseline: Mean Regression always predicts the mean training-set value. Gaussian Process
Regression (GPR) uses only geographic coordinates, exploiting spatial proximity in the
target. Additionally, we combine spectral band statistics (mean and standard deviation) and
common remote-sensing indices (e.g. normalized difference vegetation index, normalized
difference water index) in a Random Forest Regression (RFR) model.

• MOSAIKS (Rolf et al., 2021): A framework that derives global feature embeddings from
satellite imagery. We feed these embeddings into a regression model for poverty prediction.
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Table 1: Comparison of various baseline methods, random forest regressions, and Transformer-
based models (DINOv2 and SatMAE) for predicting severe deprivation. Performance is
reported as MAE (with standard errors) on two benchmarks: a spatial split (where random clusters
are held out) and a temporal split (where the years 2020–2022 are held out). Model inputs range from
precomputed feature sets (e.g., band statistics, MOSAIKS features) to RGB/multispectral Landsat
and Sentinel imagery at varying dimensions.

Type Model Model Input Spatial Temporal

Baseline Mean Regression - 0.2930± 0.0018 0.3183
GPR Coordinates 0.2436± 0.0002 0.5656

RGB

RFR Spectral Stats 0.2184± 0.0011 0.2671
MOSAIKS MOSAIKS Features 0.2356± 0.0114 0.2588
DINOv2 (Raw) Landsat Imagery 0.2260± 0.0005 0.2704
DINOv2 (Raw) Sentinel-2 Imagery 0.2013± 0.0019 0.2597
DINOv2 (Fine-tuned) Landsat Imagery 0.2042± 0.0015 0.2574
DINOv2 (Fine-tuned) Sentinel-2 Imagery 0.1663± 0.0023 0.2858
SatMAE (Raw) Landsat Imagery 0.2341± 0.0017 0.3453
SatMAE (Raw) Sentinel-2 Imagery 0.2347± 0.0027 0.3067
SatMAE (Fine-tuned) Landsat Imagery 0.2125± 0.0019 0.3376
SatMAE (Fine-tuned) Sentinel-2 Imagery 0.2093± 0.0039 0.3139

Multispectral

RFR Spectral Stats + Indices 0.1924± 0.0012 0.2685
SatMAE (Raw) Landsat Imagery 0.2325± 0.0014 0.3783
SatMAE (Raw) Sentinel-2 Imagery 0.2322± 0.0024 0.4230
SatMAE (Fine-tuned) Landsat Imagery 0.2001± 0.0017 0.3827
SatMAE (Fine-tuned) Sentinel-2 Imagery 0.1993± 0.0015 0.3931

• DINOv2 (Oquab et al., 2023): A self-supervised vision transformer (ViT) model pre-
trained on RGB images. We evaluate it as-is (Raw) and also fine-tune it on 17 DHS vari-
ables; a separate ridge regression layer then maps extracted features to childhood poverty.

• SatMAE (Cong et al., 2022): A masked autoencoder tailored for satellite imagery, eval-
uated in its Raw form and with fine-tuning on DHS variables. We test RGB-only and
multispectral variants with both Landsat and Sentinel images.

4.3 RESULTS AND DISCUSSION

Table 1 summarizes mean absolute error (MAE) on both spatial and temporal benchmarks. The
spatial benchmark indicates clear benefits from incorporating satellite imagery, with Random For-
est (RGB) (0.2184 ± 0.0011) and baseline models outperforming simple geographic GPR. Adding
multispectral statistics (Random Forest Multispectral) further reduces error (0.1924 ± 0.0012).
Transformer-based methods, particularly DINOv2 with high-resolution Sentinel-2 imagery, achieve
the best spatial performance when fine-tuned (0.1663±0.0023). This highlights the value of detailed
spatial information and the strong feature extraction capacity of large ViT models.

Temporal predictions prove more challenging, as models must infer time-related changes solely
from static images. While raw transformer-based features (e.g., DINOv2 Raw) can outperform
baselines, the fine-tuned versions sometimes degrade in temporal performance, possibly overfitting
historical data. Notably, GPR performs poorly (0.5656), reflecting its inability to capture temporal
shifts without explicit time signals. Overall, the results underscore the difficulty of forecasting with
limited temporal cues but confirm the promise of deep vision architectures for spatial generalization.

4.4 INTERPRETATION AND CONCLUSION

An MAE of 20 indicates a deviation of 20 percentage points in estimating the share of children
experiencing severe deprivation, which would require further efforts and improvement for practical
usage. In the spatial task, combining even simple spectral statistics with a random forest regressor
can yield clear improvements over naive baselines and coordinate-based GPR. Further gains are
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observed with large-scale vision transformers, when leveraging high-resolution satellite imagery
and fine-tuning on relevant DHS variables (e.g., DINOv2-ViT on Sentinel).

Temporal prediction, where models attempt to forecast poverty in later years, is inherently more
difficult. Here, performance often degrades compared to spatial prediction, presumably because
historical data alone do not capture evolving local conditions. Fine-tuning on time-stamped data
can risk overfitting, particularly if year-over-year changes are not well-represented in the training
set. Overall, this benchmark underscores the complexity of forecasting real-world socio-economic
trends from satellite imagery without direct temporal signals.

DINOv2 emerges as the strongest performer in the spatial benchmark, likely due to its ability to ex-
ploit higher-resolution RGB data. SatMAE, although pre-trained on satellite imagery, is constrained
by a lower input resolution (224×224), limiting its performance relative to DINOv2’s larger patches
(e.g., 1000×1000 in Sentinel-2). In the temporal task, models frequently struggle to capture chang-
ing conditions, suggesting that fine-tuning on historical data alone may induce overfitting. While
multi- or hyperspectral data can strengthen performance, these additional bands are underutilized
in the current best-performing DINOv2 model, pointing to directions for multispectral foundational
models capable of processing high-resolution inputs.
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A APPENDIX

A.1 DATASET DESCRIPTION

The KidSat dataset we present in this work includes both cluster-wise child poverty derived from the
DHS data and the satellite imagery corresponding to each cluster. Due to the confidentiality of the
survey data, DHS requires registration prior to accessing the data. We include detailed procedures
for acquiring the satellite imagery and DHS data in our (anonymous) GitHub repository.

Our dataset consists of 33,608 images, each covering a 10 km × 10 km region from 16 countries in
Eastern and Southern Africa between 1997 and 2022. Each image is paired with a summarized DHS
data entry, linked via the geographic coordinates from the DHS record. Figure 2 shows the spatial
distribution of the DHS cluster locations included in the KidSat dataset.
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Figure 2: Heatmap illustrating the spatial density of DHS cluster locations in Eastern and Southern
Africa. The color represents the count of cluster locations per 100 km x 100 km grid cell.

A.1.1 IMAGERY STATISTICS

Sentinel-2 is a mission from the European Space Agency (ESA), part of the Copernicus Programme.
It consists of two satellites (Sentinel-2A and Sentinel-2B) and provides imagery in 13 spectral bands
shown in Table 2.

Key Statistics for Sentinel-2:

• Spatial Resolution: 10 m, 20 m, and 60 m depending on the band.
• Temporal Resolution: 5 days revisit time at the equator (with two satellites).
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Band Name Band Number Central Wavelength (nm) Resolution (m)
Coastal Aerosol 1 443 60
Blue 2 494 10
Green 3 560 10
Red 4 665 10
Red Edge 1 5 703 20
Red Edge 2 6 740 20
Red Edge 3 7 782 20
NIR (Near Infrared) 8 835 10
NIR Narrow 8A 864 20
Water Vapour 9 945 60
SWIR 1 11 1610 20
SWIR 2 12 2190 20
Cirrus 10 1375 60

Table 2: Sentinel-2 Band Information

• Spectral Range: 13 spectral bands, ranging from visible light (Blue, Green, Red) to in-
frared (NIR and SWIR).

• Coverage: Global, with a swath width of 290 km.
• Radiometric Resolution: 12-bit data (values range from 0 to 4096).

Landsat 5, 7, and 8 are parts of a long-running Earth observation mission managed by NASA and
the U.S. Geological Survey (USGS). Here we provide band information in Table 3.

Band Name Landsat 5 Landsat 7 Landsat 8 Wavelength (nm)
Coastal Aerosol - - 1 433–453
Blue 1 1 2 450–520
Green 2 2 3 520–600
Red 3 3 4 630–670
NIR (Near Infrared) 4 4 5 850–880
SWIR 1 5 5 6 1550–1750
SWIR 2 7 7 7 2080–2350
Panchromatic - 8 8 500–680
Cirrus - - 9 1360–1380
Thermal Infrared 1 6 6 10 10400–12500
Thermal Infrared 2 - - 11 10400–12500

Table 3: Landsat 5, 7, and 8 Band Information

Key Statistics for Landsat (Landsat 5, 7 & 8):

• Spatial Resolution: 30 m for multispectral bands, 15 m for panchromatic, 100 m for
thermal bands (resampled to 30 m).

• Temporal Resolution: 16 days revisit time.
• Spectral Range: 7 bands for Landsat 5, 8 bands for Landsat 7, and 11 bands for Landsat

8, spanning visible, infrared, and thermal wavelengths.
• Coverage: Global, with a swath width of 185 km.
• Radiometric Resolution: 16-bit data (values range from 0 to 65536).

We follow the conventional approach used in the Google Earth Engine for imagery normalization.
To preprocess the Sentinel-2 imagery, we normalize the pixel values by scaling the original range
of 0 to 3000 to a range of 0 to 255. Values outside this range are clipped. This method preserves
the relative intensity of the pixel values while adapting the data for image rendering. For Landsat
imagery, the pixel values are normalized from 0 to 30000 to a range of 0 to 255. Similarly, values
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outside this range are clipped to ensure that they conform to the appropriate visualization range. We
used the raw imagery data from both Sentinel-2 and Landsat datasets before the normalization and
pre-processing.

A.1.2 CHILDHOOD POVERTY

The severe_deprivation variable is used in this work to represent the percentage of chil-
dren experiencing severe poverty for individual responses within the cluster. It is calculated by
aggregating several indicators of severe deprivation across multiple dimensions such as housing,
water, sanitation, nutrition, health, and education. The detailed definition of severe deprivation can
be found in Table 4. Note that a child is classified in severe deprivation if they experience severe
deprivation in any of the dimensions.

In addition, deprivation in each subcategory, as well as moderate_deprivation, is also in-
cluded in the dataset. Further definitions can be found in the work by UNICEF (2021).

We present the histograms of the variable severe_deprivation, faceted by country, in Figure
3. The distributions of severe_deprivation vary significantly across countries. Most coun-
tries exhibit right-skewed distributions, with exceptions such as Malawi and Zimbabwe, which show
left-skewed distributions. Additionally, some countries display Gaussian-like distributions (e.g.,
Rwanda), while others show U-shaped patterns (e.g., Tanzania). Given the variation in distribution
across countries, spatial modeling for all of Eastern and Southern Africa poses a considerable chal-
lenge. For both optimization and policy-making purposes, country-specific modeling could improve
the applicability and effectiveness of this approach.
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Figure 3: Histogram of the target severe deprivation variable, faceted by country.

Among all DHS variables used in child poverty calculation, we selected 17 variables, as presented in
Table 5, as the prediction targets during model fine-tuning. Continuous variables were scaled to the
range [0, 1], and categorical variables were expanded using one-hot encoding, where each category
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Dimension Unit of Analysis Severe Deprivation
Definition

Moderate Depriva-
tion Definition

Housing Children under 17 years of age

Children living in a
dwelling with five
or more persons per
sleeping room.

Children living in a
dwelling with three
or more persons per
sleeping room.

Sanitation Children under 17 years of age

Children with no ac-
cess to a toilet fa-
cility of any kind
(i.e., open defeca-
tion, pit latrines with-
out slabs, hanging
latrines, bucket la-
trines, etc.).

Children using im-
proved facilities but
shared with other
households.

Water Children under 17 years of age

Children with no ac-
cess to water facili-
ties of any kind (i.e.,
using surface water
or unimproved sup-
plies).

Children using im-
proved water sources
but located more than
15 minutes away (30
minutes roundtrip).

Nutrition Children under 5 years of age

Stunting (3 standard
deviations below the
international refer-
ence population).

Stunting (2 standard
deviations below the
international refer-
ence population).

Education

Children between 5–14 years of age
Children who have
never been to school.

Children who are not
currently attending
school.

Children between 15–17 years of age

Children who have
not completed pri-
mary school.

Children who are not
currently attending
secondary school
(or did not complete
secondary school).

Health

Children 12–35 months old

Children who did not
receive immuniza-
tion against measles
nor any dose of DPT.

Children who
received fewer
than four vaccines
(measles plus three
rounds of DPT).

Children 36–59 months old

Children with severe
cough and fever who
received no treatment
of any kind.

Children with severe
cough and fever
who did not receive
professional medical
treatment.

Children 15–17 years old Unmet contraception
needs.

Unmet contraception
needs.

Table 4: Severe and moderate deprivation definitions by dimension and unit of analysis. Table
adapted from UNICEF (2021).

was represented by a binary indicator. This resulted in a 99-dimensional vector representing each
cluster, based on the 17 selected DHS variables. We then used this vector to map satellite imagery
for prediction and update as part of the model fine-tuning process.
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Table 5: This table categorizes various Demographic and Health Survey (DHS) variables by their
respective child deprivation categories. The categories include Water, Sanitation, Nutrition, Health,
Education, and Housing. Each category lists specific variables and their descriptions relevant to
assessing child deprivation.

Deprivation Category Description Variable

Water Main drinking water source hv201
Time to water source hv204

Sanitation Type of toilet facility hv205
Toilet sharing status hv225

Nutrition Height-for-age z-score hc70

Health

Child received any vaccination h10
DPT 1 vaccination h3
DPT 2 vaccination h5
DPT 3 vaccination h7
Measles 1 vaccination h9
Child had cough recently h31
Current contraceptive method v312

Education
Highest education level in household hv106
Educational attainment recoded hv109
School attendance current year hv121

Housing Sleeping rooms in household hv216
Wealth index score hv271
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