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ABSTRACT

Remote sensing tasks, such as image captioning and cross-modal retrieval, en-
able non-expert users to extract relevant Earth observation by integrating visual
and linguistic information. In this work, we propose RS-CapRet, a Vision and
Language model for remote sensing data, in particular image captioning and text-
image retrieval tasks. We integrate a large language model together with an image
encoder adapted to remote sensing imagery through contrastive language-image
pre-training. To bridge together the image encoder and the language decoder, we
propose training lightweight linear layers with examples from combining different
remote sensing image captioning datasets, keeping the other parameters frozen.
RS-CapRet generates descriptions for remote sensing images and retrieves im-
ages from textual descriptions, achieving a competitive performance with existing
methods.

1 INTRODUCTION

There has been a growing interest in the application of Vision and Language (V&L) models in the re-
mote sensing domain (Wen et al., 2023; Mai et al., 2023), for tasks such as image retrieval (Liu et al.,
2024; Rahhal et al., 2022; Mi et al., 2022; Yuan et al., 2022), image captioning (Cheng et al., 2022;
Wei et al., 2023; Ramos & Martins, 2022; Shi & Zou, 2017), or visual question answering (Lobry
et al., 2020; Silva et al., 2022; Bazi et al., 2022; Zhang et al., 2023). Methods developed for these
tasks can enable a wider population of individuals, with different degrees of expertise to interact
with Earth observation data (Tuia et al., 2021; Martins & Silva, 2022), supporting the extraction of
rich insights from remote sensing images.

Previous methods have adopted deep learning methods for V&L tasks. Despite several recent ef-
forts (Wen et al., 2023; Liu et al., 2024; Hu et al., 2023; Zhan et al., 2024; Kuckreja et al., 2023),
the relatively small size of the available datasets of image-text pairs has restrained the application
and development of V&L models in the remote sensing domain, contrasting with the trend in gen-
eral domain images where models are getting increasingly complex and trained with large-scale
datasets (Wang et al., 2021; Li et al., 2022; Alayrac et al., 2022). In this domain, many image cap-
tioning and visual question asnwering approaches use an encoder-decoder architecture with CNNs
as image encoders, emphasizing intricate attention mechanisms for remote sensing imagery (Cheng
et al., 2022; Huang et al., 2021; Li et al., 2020; Yuan et al., 2020; Zhao et al., 2021).

Recent advances in natural language processing have been driven by Large Language Models
(LLM), known for their zero-shot capabilities, and for exhibiting logical reasoning and common-
sense knowledge (Petroni et al., 2019; Brown et al., 2020; Wei et al., 2022a;b; Kojima et al., 2022;
Huang & Chang, 2022). These strengths have motivated efforts into the integration of visual infor-
mation with LLMs, so as to address V&L tasks (Guo et al., 2022; Yang et al., 2022; Alayrac et al.,
2022; Tsimpoukelli et al., 2021). However, LLMs face challenges, including high memory demands
for inference and the high cost of fine-tuning for downstream tasks.

In this work, we propose RS-CapRet, a model that combines the strengths of a Large Language
Model, with an image encoder adapted to the remote sensing domain, using a lightweight training
procedure. RS-CapRet generates descriptions for remote sensing images, surpassing methods with
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Figure 1: Overview of the method used for training RS-CapRet. Left: CLIP is finetuned to the
remote sensing domain with image-text pairs from image captioning datasets. Middle: Image cap-
tioning task where image embeddings are obtained via a frozen image encoder and projected with
a trainable linear layer to the input embedding space of the frozen large language model, which are
then concatenated with the input text. Right: Trainable linear layers are adjusted with contrastive
learning between image representations and a special [RET] token to address text-image retrieval.

more complex, domain-specific architectural choices. Qualitative results illustrate the ability to
describe remote sensing imagery, integrate image and text inputs in dialogue, and use reasoning
capabilities.

2 METHOD

RS-CapRet combines the strengths of a Large Language Model (LLM) with an image encoder
adapted to remote sensing. Instead of fine-tuning the LLM and the vision encoder, their parame-
ters are kept frozen and only a linear layer to project visual embeddings into the input embedding
space of the LLM is trained, enabling the LLM to process visual information as embedding vectors.

In addition to generating image descriptions, RS-CapRet supports image retrieval from textual
queries by using a special retrieval token [RET], with its embedding being projected into a com-
mon embedding space with the images. Contrastive learning aligns the [RET] embedding with
corresponding image embeddings, enabling retrieval based on text-image similarity after training.

2.1 THE RS-CAPRET ARCHITECTURE

RS-CapRet consists of the following components: a) a Large Language Model (LLM), b) a vision
encoder finetuned to the remote sensing domain, used to obtain image embeddings, c) a linear layer
to project the image embeddings to the input space of the LLM, and d) two linear layers to project,
respectively, the image embedding, and the text embedding given by the [RET] token to a common
shared space. A more detailed description of each component is presented next:

a) Pre-trained Language Model. The main and larger component of our model is a text decoder
based on the Transformer architecture (Vaswani et al., 2017), which was pre-trained on autoregres-
sive text generation. We used LLamaV2-7B model (Touvron et al., 2023b).

b) Visual Encoder. Given an image x, a vision Transformer encoder based on the CLIP architec-
ture (Radford et al., 2021) is used to obtain the image representation fϕ(x) = v ∈ Rm, based on
the representation of the [CLS] token.

c) Projections Between Modalities. The vision and text modalities are bridged in two separate
directions for each task with different projection layers. For image captioning, a linear layer projec-
tion Wc ∈ Rm×D, with D as the LLM hidden dimension, is used to project the vision embeddings
into the input embedding space of the LLM, resulting in a visual prefix. For text-image retrieval, the
[RET] token is appended at the end of each caption, with its embedding at the output of the LLM
consisting of an overall representation of the text. A linear layer Wt ∈ RD×q is used to project this
representation while another Wi ∈ Rm×q also projects the visual embedding to a common shared
space of dimensionality q < D, so that contrastive learning can be applied (with the InfoNCE loss
function (van den Oord et al., 2018)).
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Table 1: Image Captioning results on the NWPU-Captions, RSICD, UCM, and Sydney datasets.

Evaluation Dataset Method Visual Encoder Text Decoder BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE L CIDEr SPICE

NWPU
MLCA-NET (Cheng et al., 2022) VGG16 LSTM 0.745 0.624 0.541 0.478 0.337 0.601 1.164 0.285
RS-CapRet CLIP-Cap-4 LLamaV2 0.871 0.786 0.713 0.650 0.439 0.775 1.919 0.320
RS-CapRetfinetuned CLIP-Cap-4 LLamaV2 0.871 0.787 0.717 0.656 0.436 0.776 1.929 0.311

RSICD

MLCA-NET (Cheng et al., 2022) VGG16 LSTM 0.757 0.634 0.539 0.461 0.351 0.646 2.356 0.444
RSGPT (Hu et al., 2023) EVA-G Vicuna 0.703 0.542 0.440 0.368 0.301 0.533 1.029 NA
SkyEyeGPT (Zhan et al., 2024) EVA-G LLamaV2-Chat 0.867 0.767 0.673 0.600 0.354 0.626 0.837 NA
RS-CapRet CLIP-Cap-4 LLamaV2 0.741 0.622 0.529 0.455 0.376 0.649 2.605 0.484
RS-CapRetfinetuned CLIP-Cap-4 LLamaV2 0.720 0.599 0.506 0.433 0.370 0.633 2.502 0.474

UCM

MLCA-NET (Cheng et al., 2022) VGG16 LSTM 0.826 0.770 0.717 0.668 0.435 0.772 3.240 0.473
RSGPT (Hu et al., 2023) EVA-G Vicuna 0.861 0.791 0.723 0.657 0.422 0.783 3.332 NA
SkyEyeGPT (Zhan et al., 2024) EVA-G LLamaV2-Chat 0.907 0.857 0.816 0.784 0.462 0.795 2.368 NA
RS-CapRet CLIP-Cap-4 LLamaV2 0.833 0.760 0.699 0.645 0.447 0.786 3.429 0.525
RS-CapRetfinetuned CLIP-Cap-4 LLamaV2 0.843 0.779 0.722 0.670 0.472 0.817 3.548 0.525

Sydney

MLCA-NET (Cheng et al., 2022) VGG16 LSTM 0.831 0.742 0.659 0.580 0.390 0.711 2.324 0.409
RSGPT (Hu et al., 2023) EVA-G Vicuna 0.823 0.753 0.686 0.622 0.414 0.748 2.731 NA
SkyEyeGPT (Zhan et al., 2024) EVA-G LLamaV2-Chat 0.919 0.856 0.809 0.774 0.466 0.777 1.811 NA
RS-CapRet CLIP-Cap-4 LLamaV2 0.782 0.688 0.611 0.545 0.383 0.704 2.390 0.423
RS-CapRetfinetuned CLIP-Cap-4 LLamaV2 0.787 0.700 0.628 0.564 0.388 0.707 2.392 0.434

2.2 TRAINING PROCEDURE

RS-CapRet is jointly trained with two tasks, i.e. image captioning and image-text retrieval. A
graphical depiction of the training process can be seen in the middle and right sections of Figure 1.

Image captioning. The image captioning task is considered as in previous work (Koh et al., 2023;
Eichenberg et al., 2022; Tsimpoukelli et al., 2021): conditional generation of a caption y given an
image x. The cross-entropy loss between the generated tokens and the ground-truth caption tokens
is used to train the linear projection Wc. To increase the robustness of the model to handle inter-
leveled sequences of images and texts, two captions are concatenated together during training for
the image captioning objective.

Image-Text Retrieval. Contrastive learning is also incorporated into the training procedure of RS-
CapRet, to train projection layers Wi and Wt. Specifically, the InfoNCE loss is optimized consid-
ering two directions: text-to-image Lt2i and image-to-text Li2t, as outlined in Equations 1 and 2, in
Appendix B.

The final training loss can be characterized as a weighted sum of both the image captioning and the
contrastive learning tasks: L = λcLc + λr(Lt2i + Li2t).

3 EXPERIMENTAL SETUP

Datasets. We leverage publicly available datasets used for image captioning and cross-modal
retrieval in the remote sensing domain, namely RSICD, UCM-Captions, Sydney-Captions and
NWPU-Captions. A detailed description of these datasets is given in Appendix C.1.

Backbone Models. The vision encoder is based on a CLIP vision model (Radford et al., 2021).
Specifically, we use a CLIP vision encoder of size large, finetuned with an aggregation of the afore-
mentioned image captioning datasets, with this model being referred in the text as CLIP-Cap-4. See
Appendix B.1 for more details regarding the choice of this model. As for the decoder model, we
used the LLamaV2-7B language model (Touvron et al., 2023a).

Metrics. Evaluation of image captioning is based on common metrics following previous, namely
BLEU, METEOR, ROUGE L, CIDEr, and SPICE. For image retrieval, the recall at cutoff position
top-1 (R@1), top-5 (R@5), and top-10 (R@10), is calculated, also following previous work (Mi
et al., 2022; Liu et al., 2024). R@K means the ratio of queries that successfully retrieve the ground
truth as one of the first K results. We focus on the text-image retrieval direction, since our model
can obtain text by captioning.

Implementation Details. As has been mentioned, the training is lightweight. With a batch size
of 64 and leveraging bfloat16 mixed-precision format, model training was conducted in a single
NVIDIA A100-40GB.

4 EXPERIMENTAL RESULTS

Image Captioning. The results for the image captioning task are compiled in Table 1. For com-
parison against previous work, we include the reported results of MLCA-NET (Cheng et al., 2022),
i.e. an encoder-decoder method, and also RSGPT (Hu et al., 2023) and SkyEyeGPT (Zhan et al.,
2024), which are V&L models for the remote sensing domain.
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Table 2: Results for retrieval experiments in the RSICD and UCM datasets. We focus on the text-
image retrieval direction, since our model can obtain text by captioning. Models marked with † were
evaluated in our setup, otherwise the results are collected from the respective reports.

Dataset Method Visual Backbone Finetune Data Text-Image Retrieval
R@1 R@5 R@10 mR T2I

RSICD

GaLR (Yuan et al., 2022) ResNet18 RSICD 4.69 19.48 32.13 18.77
KCR (Mi et al., 2022) ResNet101 RSICD 5.40 22.44 37.36 21.73
CLIP (Radford et al., 2021)† ViT-B Zero-shot 5.80 16.85 28.23 16.96
CLIP (Radford et al., 2021)† ViT-L Zero-shot 5.03 19.03 30.25 18.10
Rahhal et al. (Rahhal et al., 2022) ViT-B RSICD 9.14 28.96 44.59 27.56
CLIP-RSICD (Pal et al., 2021)† ViT-B RSICD 11.16 33.25 48.91 31.11
CLIP-Cap-4† ViT-L Cap-4 13.83 39.07 56.05 36.32
RemoteCLIP (Liu et al., 2024) ViT-L RemoteCLIP dataset 14.73 39.93 56.58 37.08
RS-CapRet† ViT-L Cap-4 9.83 30.17 47.43 29.14
RS-CapRetfinetuned† ViT-L Cap-4 + RSICD 10.25 31.62 48.53 30.13

UCM

KCR (Mi et al., 2022) ResNet101 RSICD 17.43 57.52 80.38 51.78
CLIP (Radford et al., 2021)† ViT-B Zero-shot 8.67 36.48 60.57 35.24
CLIP (Radford et al., 2021)† ViT-L Zero-shot 10.76 46.00 73.33 43.37
CLIP-RSICD (Pal et al., 2021)† ViT-B RSICD 13.81 57.05 91.24 54.03
CLIP-Cap-4† ViT-L Cap-4 16.29 60.57 94.76 57.21
RemoteCLIP (Liu et al., 2024) ViT-L RemoteCLIP dataset 17.71 62.19 93.90 57.93
Rahhal et al. (Rahhal et al., 2022) ViT-B UCM 19.33 64.00 91.42 58.25
RS-CapRet† ViT-L Cap-4 15.52 57.24 88.76 53.84
RS-CapRetfinetuned† ViT-L Cap-4 + UCM 16.10 56.29 90.76 54.38

On the NWPU-Captions dataset, RS-CapRet significantly improves over the previous SOTA model
named MLCA-NET (Cheng et al., 2022) (e.g. +0.126 for BLEU-1, +0.755 for CIDEr). Considering
the results in the RSICD dataset, RS-CapRet surpasses RSGPT in all metrics (in particular CIDEr
by a high amount of +1.576), and for the other models, RS-CapRet has higher scores on all metrics
but BLEU. For the UCM-Captions dataset, RS-CapRet has lower results for the BLEU metric, but
achieves higher METEOR, CIDEr and SPICE scores, and also a similar ROUGE L score when
compared to RSGPT. Compared to SkyEyeGPT, RS-CapRet surpasses only in CIDEr. Regarding
the results in the Sydney-Captions, dataset RS-CapRet achieves higher CIDEr than MLCA-NET and
SkyEyeGPT. We also observe that the results can increase with further finetuning, in particular for
the smaller datasets UCM and Sydney-Captions (marked with underscript finetuned in Tables 1 and
2).

Cross-Modal Retrieval. Retrieval results can be seen in Table 2. To support a comparison against
previous state-of-the-art, we include baselines such as GaLR (Yuan et al., 2022), and KCR (Mi et al.,
2022), and also CLIP-based models such as Rahhal et al. (2022) and RemoteCLIP (Liu et al., 2024).
We collect the results reported for the baselines, while we evaluate the CLIP models in our retrieval
setup. RS-CapRet can achieve higher results when compared to GaLR, KCR, (Rahhal et al., 2022),
and also zero-shot CLIP models of size Base and Large. However, it cannot surpass larger variants
fine-tuned to the remote sensing domain. For the UCM dataset, a similar pattern can be observed.

We note that CLIP is a strong baseline for cross-modal retrieval that improves with domain-specific
fine-tuning, as shown in our experiments and also prior work (Liu et al., 2024). Two full Transformer
encoders for images and text give an advantage for text-image retrieval over RS-CapRet, which trains
only projection layers over embeddings. Nevertheless, RS-CapRet achieves competitive results, with
slight performance gains observed after fine-tuning.

We further discuss the results in Appendix D, including model finetuning on each dataset, and an
ablation of the vision encoder.

5 CONCLUSIONS

We described a new and simple vision and language model for the remote sensing domain named
RS-CapRet, which can address the tasks of image captioning and text-image retrieval with a
lightweight training procedure. RS-CapRet can also obtain images for specific user requests, e.g.
given particular objects or related themes, and it can handle short dialogues about remote sensing
images. Appendix E provides more details about these applications. The architecture is highly mod-
ular and can be updated with new developments, either related to LLMs or to vision encoders for
the remote sensing domain.
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A RELATED WORK

The growing availability of multimodal data in the remote sensing domain has led to a rise in re-
search addressing tasks such as image captioning or cross-modal retrieval. Recent work has intro-
duced foundation models for this particular domain, including vision encoders as well as multimodal
vision and language models.

A.1 IMAGE CAPTIONING

Most previous image captioning methods in the remote sensing domain have been based on encoder-
decoder architectures (Qu et al., 2016; Lu et al., 2018; Zia et al., 2022; Cheng et al., 2022; Zhao et al.,
2021; Yuan et al., 2020; Li et al., 2020; Sumbul et al., 2021; Li et al., 2021; Huang et al., 2021),
leveraging CNNs as image encoders and LSTM to generate the caption word-by-word according to
weights obtained by an attention component. In this line of research, many studies have proposed
specialized mechanisms in the attention component between the encoder and the decoder, to take
into account specific characteristics of remote sensing images, such as dealing with visual features
at different scales (Huang et al., 2021; Yuan et al., 2020; Cheng et al., 2022). MLCA-Net proposed
by Cheng et al. (2022) is an example of one such model that has achieved high performance on re-
mote sensing datasets, by using a VGG backbone (Simonyan & Zisserman, 2014) to extract features
at different resolutions, that are combined in multilevel and contextual attention mechanisms, and
which are then passed to a LSTM (Hochreiter & Schmidhuber, 1997) to generate a caption. The
authors have also created a new dataset for image captioning named NWPU-Captions, which has a
higher quantity of data together with more diversity of descriptions and image contents. Zia et al.
(2022) proposed an encoder-decoder architecture based on a Transformer (Vaswani et al., 2017),
with image features obtained with a CNN developed to get features at multiple stages. The authors
also include a topic modeling stage of the captions, as input to the decoder.

Some work has proposed methods incorporating recent V&L methods developed in the general
domain for remote sensing. For instance, VLCA (Wei et al., 2023) leverages a CLIP model to
obtain image features, and trains a cross-modal network to produce a representation to be used in a
cross-attention layer of a GPT-2 decoder (Radford et al., 2019) to generate descriptions of the image.

A.2 CROSS-MODAL RETRIEVAL

Remote sensing cross-modal retrieval is a task with increasing interest that can be used to evaluate
representations of V&L models. Most previous work has obtained image features with CNNs and
text features with LSTM or Transformer encoders, with different attention mechanisms proposed.
In particular, GaLR (Yuan et al., 2022) introduced a method that leverages both global features
from a CNN and local features obtained with a graph convolution network. The authors also apply
a post-processing stage with a multivariate reranking algorithm to improve the accuracy without
further training. KCR (Mi et al., 2022) proposes the usage of a knowledge graph to incorporate in-
domain information about the concepts mentioned in the captions, enriching the textual embeddings
extracted with a SentenceBERT model (Reimers & Gurevych, 2019). An attention mechanism is
leveraged to combine features extracted at different stages from a CNN , and a triplet loss is used to
optimize the model end-to-end.

CLIP (Radford et al., 2021) is a V&L model that has been trained with a contrastive loss such that
images and their corresponding captions are close in the embedding space. Due to the high-quality
representations of CLIP, it has motivated studies also in the remote sensing domain for cross-modal
retrieval. Pal et al. (2021) finetuned CLIP with the RSICD dataset (Lu et al., 2018), studying the
impact of different augmentations both for the images and the text, and showed that the resulting
model has high-quality representations, particularly for image classification. Rahhal et al. (2022)
also fine-tuned CLIP in both single and multi-language contexts, obtaining good results for cross-
modal retrieval. RemoteCLIP (Liu et al., 2024) has developed a pipeline to process available datasets
of object detection and semantic segmentation, to increase the number of image and text pairs. With
this higher amount of data, the authors could train a CLIP model with a ViT-L backbone (Dosovitskiy
et al., 2020) and improve the results in cross-modal retrieval, compared to the ViT-B backbone
used in previous approaches. TACOSS, proposed by Zermatten et al. (2023), learns a fine-grained
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alignment between visual and textual features with a contrastive learning objective, being able to
perform semantic segmentation at the pixel level with this method.

A.3 FOUNDATION MODELS FOR REMOTE SENSING

There has been a growing desire to develop foundational models for the remote sensing commu-
nity (Mai et al., 2023; Wen et al., 2023; Jakubik et al., 2023; Martins & Silva, 2022). A common
line of research has mainly focused on furthering the capabilities of vision encoders for the remote
sensing domain, by pre-training in a self-supervised manner with different objectives, leveraging the
available high quantity of unlabeled remote sensing images. These models are then used as back-
bones for other methods, e.g. for object detection and semantic segmentation. Wang et al. (2022)
pretrained a Vision Transformer with 100M parameters using a Masked Auto Encoder (MAE) objec-
tive (He et al., 2022) in the MillionAID dataset (Long et al., 2021). The same authors also propose
a new rotated varied-size window attention (RVSA) module with different orientation angles for
computing attention. RingMO (Sun et al., 2022) is a ViT model pre-trained with a Masked Image
Modeling (MIM) objective, which the authors argue is best to address local features and tiny objects.
They propose masking pixels instead of the conventional way of masking captions, to take into ac-
count the small size of the objects in RS images. Cha et al. (2023) follow the same pre-training
strategy and try to scale to models with over a billion parameters. (Mendieta et al., 2023) com-
bined teacher-student distillation with masked image modeling. The development of better vision
encoders for the remote sensing domain has also motivated the development of unified benchmarks
for different Earth Observation tasks, such as GEO-Bench (Lacoste et al., 2023).

Regarding vision-and-language models for the remote sensing domain, RSGPT (Hu et al., 2023) is
one example that effectively adapts the InstructBLIP (Dai et al., 2023) model with a new dataset
named RSICap of high-quality image captioning data. This dataset can be considered as featuring
“dense” captioning, as it covers multiple aspects of the image such as theme, image attributes,
object attributes (shape, color, quantity, size), and description of the scene. Kuckreja et al. proposed
GeoChat (Kuckreja et al., 2023), following the LLaVA1.5 architecture (Liu et al., 2023a) that can
tackle different vision-and-language remote sensing tasks in a unified way, accepting both image-
level or region-specific queries. This model can also ground objects in the images by referring
to their spatial coordinates. Moreover, the authors proposed a multimodal instruction-following
dataset built from current RS datasets. Another recently proposed model is SkyEyeGPT (Zhan
et al., 2024), which also addresses multiple vision-and-language tasks, including visual question
answering, image captioning, and vision grounding.

In this work, we contribute with a vision-and-language foundation model capable of image caption-
ing and also text-image retrieval, addressing tasks in the remote sensing domain with a lightweight
training procedure based on aligning the outputs of a visual encoder with the input space of a lan-
guage model.

B FINETUNING CLIP TO THE REMOTE SENSING DOMAIN

CLIP (Radford et al., 2021) is widely used as a vision encoder for different vision-and-language
models leveraging large language models, due to the high-quality embeddings that it obtains (Li
et al., 2023; Liu et al., 2023b; Koh et al., 2023). Given that CLIP was mainly trained with ground-
level images, and inspired by recent work such as CLIP-RSICD (Pal et al., 2021) and Remote-
CLIP (Liu et al., 2024) that improved results in downstream tasks for the remote sensing domain,
we also have finetuned CLIP with remote sensing image captioning datasets consisting of image
and caption pairs. Specifically, for a dataset of M image-caption pairs D = {xi,yi}Mi=1, a vision
encoder obtains a representation for the image fϕ(xi) = vi ∈ Rm, and a text decoder obtains an-
other for the caption tθ(yi) = ui ∈ Rm. During training, the InfoNCE loss for both text-to-image
Lt2i and image-to-text Li2t are minimized. In a batch of N examples, each pair of images and cap-
tions is considered a positive while the other elements in the batch are negatives. Given a learnable
parameter τ , both losses can be formalized as:

Lt2i = − 1

N

N∑
i=1

(
log

exp(sim(ui,vi)/τ)∑N
j=1 exp(sim(ui,vi)/τ)

)
, (1)
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Table 3: Retrieval performance of different CLIP variants in the RSICD dataset, used to motivate
the choice of vision encoder. RS-CapRet leverages CLIP-ViT-L/14 finetuned with an aggregation of
different remote sensing image captioning datasets, which we refer to as Cap-4.

Method Visual Backbone Finetune Data Image-Text Retrieval Text-Image Retrieval
R@1 R@5 R@10 R@1 R@5 R@10 mR

CLIP (Radford et al., 2021) ViT-B Zero-shot 4.58 14.55 23.70 5.80 16.85 28.23 15.62
CLIP (Radford et al., 2021) ViT-L Zero-shot 6.04 17.48 27.54 5.03 19.03 30.25 17.56
CLIP-RSICD (Pal et al., 2021) ViT-B RSICD 14.09 30.10 43.64 11.16 33.25 48.91 30.19
CLIP-RSICD-L ViT-L RSICD 14.27 32.02 46.39 12.11 34.97 50.47 31.70
CLIP-Cap-4 ViT-L Cap-4 17.02 33.94 47.76 13.83 39.07 56.05 34.61
RemoteCLIP (Liu et al., 2024) ViT-L RemoteCLIP dataset 18.39 37.42 51.05 14.73 39.93 56.58 36.35

Li2t = − 1

N

N∑
i=1

(
log

exp(sim(vi,ui)/τ)∑N
j=1 exp(sim(vi,ui)/τ)

)
, (2)

where the similarity is the cosine similarity given by sim(a,b) = exp(a · b)/(∥a · b∥∥a · b∥).

B.1 CHOICE OF CLIP VISION ENCODER

We first measured the retrieval performance (in the RSICD dataset (Lu et al., 2018)) of different
CLIP model variants as a proxy to motivate our choice of vision encoder for RS-CapRet. The
obtained results are compiled in Table 3. The larger variant of CLIP ViT-L/14 obtains higher results
when compared to the ViT-B/32 variant. When measuring the results of an open-source version of
a CLIP ViT-B/32 fine-tuned on RSICD, named CLIP-RSICD (Pal et al., 2021), the results increased
and even surpassing those of the larger variant. We note that the authors of this model (Pal et al.,
2021) used extensive augmentation strategies (both for images and caption text), as well as a high
batch size, which highly benefits contrastive learning-based approaches (Radford et al., 2021; Chen
et al., 2020). Motivated by both these results, we have also fine-tuned a CLIP ViT-L/14 with remote
sensing data. When using multiple training datasets (i.e., Cap-4), the results further improved over
the aforementioned CLIP variants, on both the RSICD and UCM datasets. From these results, we
fix the vision encoder of RS-CapRet to CLIP ViT-L/14 finetuned with Cap-4 data, and illustrate
this on the left section of Figure 1. For completeness, we also include the retrieval results for the
RemoteCLIP (Liu et al., 2024), which leveraged an automatic procedure to scale the training data
over +800k image-text pairs. Despite its better performance, we still used the CLIP-Cap-4 model
because we had full control over its training procedure, which was done over only image-captioning
datasets.

C EXPERIMENTAL SETUP

This section presents a detailed description of the datasets used in the experiments, followed by
implementation details.

C.1 DATASETS

We leverage different remote sensing image captioning datasets for our setup. These are summa-
rized in Table 4. The RSCID dataset (Lu et al., 2018) contains 10,921 images collected from dif-
ferent sources. These images were manually annotated, but many captions are duplicated to ensure
5 captions per image, due to some images not reaching that count during the annotation process.
UCM-Captions and Sydney-Captions were proposed by Qu et al. (2016), which were based on
scene classification data and were repurposed for image captioning by manual annotation. NWPU-
Captions (Cheng et al., 2022) contains more data, with a total of 31,500 images. Each image has 5
manually annotated captions associated with it, corresponding to a total of 157,500 sentences. The
authors intended to increase the category variety of the image and balance between classes. There-
fore, the NWPU-Captions contains 45 classes describing different land cover and land use types.
The spatial resolution of the images ranges between 0.2 and 30 meters. RS-CapRet was trained by
combining all the aforementioned datasets to increase the quantity of available data and the diversity
of geographical scenes represented. This aggregated dataset is referenced in the manuscript as Cap-
4. In Table 4, we also include the RemoteCLIP dataset (Liu et al., 2024) as a reference. This latter
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Table 4: The different remote sensing image captioning datasets used for the experiments.

Dataset #Images Image Size Spatial Resolution #Total Captions
NWPU-Captions (Cheng et al., 2022) 31,500 256× 256 ∼30-0.2m 157,500
RSICD (Lu et al., 2018) 10,921 224× 224 different resolutions 54,605
Sydney-Captions (Qu et al., 2016) 613 500× 500 0.5m 3,065
UCM-Captions (Qu et al., 2016) 2,100 256× 256 ∼0.3m 10,500
Cap-4 45,134 224× 224 different resolutions 225,670
RemoteCLIP 165,745 different sizes different resolutions 828,725

was generated through a pipeline that utilizes publicly available object detection and segmentation
datasets to scale the quantity of image-text pairs.

C.2 IMPLEMENTATION DETAILS

Our experiments were implemented in PyTorch (Paszke et al., 2019), and the model was trained
with mixed-precision in bfloat16, to lower the memory requirements. The batch size was set to
64, the learning rate was set to 0.0003, with a warmup of 100 steps, and the Adam optimizer was
used. Both the loss weights of the image captioning and contrastive learning tasks were equal to
one, λc = λr = 1. For simplicity, we only considered one token embedding for visual information.
The dimensionality of the contrastive learning space was set to q = 256. The gradient updates were
only made on the parameters of the linear layers that were introduced and the [RET] embedding
token. As for the input image size, a resizing operation was applied to the resolution of 224× 224.

D FURTHER DISCUSSION OVER THE RESULTS

In this section, more comments regarding the image captioning results are presented, covering ex-
periments of further finetuning of the model, as well as others ablating the choice of different vision
encoders.

D.1 IMAGE CAPTIONING

We extend some comments regarding the performance of RS-CapRet in the Sydney-Captions
dataset. We note that this dataset is more specific compared to the other ones that were consid-
ered, both in constrained scene diversity (images are taken only over Sydney, divided into only 7
different types of classes), and textual description diversity. RS-CapRet was trained with the Cap-4
dataset, where the number of total captions from the Sydney-Captions dataset corresponds to ∼ 1%
of the total captions (see Table 4). Thus, our model does not have much data to align its generation
outputs with descriptions that correspond better to the specific format expected for Sydney-Captions;
however, RS-CapRet still achieves a relatively high performance. Overall, from the results across
the different datasets, it can be concluded that RS-CapRet is a single model that can achieve high
performance on heterogeneous remote sensing image captioning datasets.

D.1.1 FINETUNING RS-CAPRET TO IMAGE CAPTIONING DATASETS

The results from the baselines MLCA-Net (Cheng et al., 2022) and RSGPT (Hu et al., 2023) came
from training or fine-tuning with the respective dataset. SkyEyeGPT (Zhan et al., 2024) has also
evaluated both the general model and finetuned versions, and observed that while the base general
model achieved high results, finetuning would also help to improve them. To experiment with
the role of fine-tuning in the dataset on which the evaluation is done, we further fine-tuned RS-
CapRet (with a learning rate of 0.0001) for each dataset separately. The results are collected in
Table 1, specifically in the row marked as finetuned for each dataset. It can be seen that fine-tuning
furthers the performance, and the results are particularly expressive for the datasets of smaller size
(UCM and Sydney-Captions). For NWPU, most metrics are improved, furthering even more the high
performance of RS-CapRet in this dataset. As for RSICD, the results suffered a slight degradation
for all metrics. In UCM, RS-CapRet already had higher performance in different metrics compared
to the baselines (METEOR, ROUGE L, CIDEr, SPICE), and with this fine-tuning the BLEU results
(BLEU-2, BLEU-4) surpass those from the baselines as well. The experiments show that fine-tuning
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Table 5: Comparison of results in image captioning and text-image retrieval, when changing the
vision encoder of RS-RetCap from CLIP to one based on MAE (Wang et al., 2022), and consid-
ering encoders of different sizes. LLamaV2 was chosen as the language model, as in the original
architecture, and the whole model was trained on Cap-4 data, following the training procedure of
RS-CapRet.

Dataset Visual Encoder Visual Backbone Image Captioning Text-Image Retrieval
BLEU-1 BLEU-4 CIDEr SPICE R@1 R@5 R@10 mR

NWPU-Captions
RS-ViT-B (Wang et al., 2022) ViT-B 0.810 0.547 1.542 0.269
CLIP-RSICD (Pal et al., 2021) ViT-B 0.826 0.565 1.645 0.276
CLIP-Cap-4 ViT-L 0.871 0.650 1.919 0.320

RSICD
RS-ViT-B (Wang et al., 2022) ViT-B 0.706 0.410 2.329 0.449 5.00 17.97 30.01 17.66
CLIP-RSICD (Pal et al., 2021) ViT-B 0.728 0.439 2.524 0.466 7.47 25.36 40.73 24.52
CLIP-Cap-4 ViT-L 0.741 0.455 2.605 0.484 9.83 30.17 47.43 29.14

UCM
RS-ViT-B (Wang et al., 2022) ViT-B 0.699 0.467 2.347 0.374 9.71 41.43 69.81 40.32
CLIP-RSICD (Pal et al., 2021) ViT-B 0.810 0.606 2.901 0.439 11.14 48.48 83.33 47.65
CLIP-Cap-4 ViT-L 0.833 0.645 3.429 0.525 15.52 57.24 88.76 53.84

Sydney-Captions
RS-ViT-B (Wang et al., 2022) ViT-B 0.757 0.520 2.114 0.408
CLIP-RSICD (Pal et al., 2021) ViT-B 0.772 0.538 2.177 0.406
CLIP-Cap-4 ViT-L 0.782 0.545 2.390 0.423

exclusively on the dataset over which the evaluation is being done helps with the results. However,
we argue the resulting models are less interesting, since they are now specific for a given dataset,
and do not have the overall performance and generalization abilities that should be aimed for.

D.2 USAGE OF DIFFERENT VISION ENCODERS

As mentioned in previous sections, the remote sensing community has already proposed vision
encoders finetuned for this specific domain, mainly with models based on masked autoencoder or
masked image modeling objectives (Wang et al., 2022; Sun et al., 2022; Cha et al., 2023). We
tested the use of a publicly available ViT-B encoder pre-trained on the MillionAID dataset with
a MAE objective, which we refer in the text as RS-ViT-B (Wang et al., 2022). We also compare
this encoder with another CLIP-based model finetuned to the remote sensing domain, sharing the
same ViT-B backbone size, namely CLIP-RSICD (Pal et al., 2021). For this set of experiments,
the decoder model is fixed also to LLamaV2-7b, and we also used the Cap-4 dataset for finetuning
the connectors. Image captioning and text-image retrieval results for these experiments are reported
in Table 5. It can be seen that using a vision encoder based on CLIP leads to better results in
image captioning across the different datasets, as well as better results in text-image retrieval. CLIP-
Cap-4 of larger size leads to better results on the complete model. These results follow findings
from previous work, which argues that the use of vision encoders that were pre-trained with a text
supervision signal leads to better performance when the embeddings of these models are integrated
to create large vision-and-language models (Koh et al., 2023; Merullo et al., 2022).

E QUALITATIVE ANALYSIS

E.1 DESCRIBING IMAGES

Some examples of captions generated by RS-CapRet are illustrated in Figure 2, where examples
of images corresponding to different classes of the NWPU-Captions test set were chosen, namely
airplane, airport, baseball field, industrial area, medium residential area, forest, beach, freeway,
and overpass. An example of a caption of the dataset that is most simlar to the generated caption
is included. These examples show that the model can generate short descriptions of remote sensing
images, following the format of the captions in the original dataset, by describing a general overview
of the image with a general description of the positional relationship between the most relevant
objects.

E.2 RETRIEVING IMAGES FROM TEXTUAL QUERIES

Examples of image requests from textual queries can be seen in Figure 3. For the different queries,
the top-3 images with the most similar embeddings to the [RET] token are shown. For the first
three examples, a query was given to the model which generated the special [RET], and with the
first example generating a short description before it. It can be seen that the model can obtain
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Class: airplane
Caption: Two airplanes are
parked on the runway beside
the grass .
GT: Two planes parked on the
airport and the lawn beside .

Class: airport
Caption: An airport with
some staggered runways on the lawn
and the forest beside .
GT: An airport is in the middle of grass
between some buildings and trees .

Class: baseball diamond
Caption: There are two
baseball diamonds in the grass
surrounded by the roads .
GT: There are two baseball
diamonds between many trees
and a road .

Class: medium residential area
Caption: The medium residential
area has some houses on the grass
and some trees are among these
houses .
GT: The medium residential area has
some houses on the grass and some
trees are among these houses .

Class: industrial area
Caption: There are some
buildings on the industrial area .
GT: There are many houses in
the industrial area .

Class: forest
Caption: The forest is full of
green trees .
GT: A dense forest with many
green trees .

Class: beach
Caption: The beach with white
sand and the residential area
beside .
GT: The narrow beach with white
sand and the land with some
buildings is next to the beach .

Class: freeway
Caption: The freeway goes through
the bare land with some cars .
GT: There are some brown bare land
beside the freeway .

Class: overpass
Caption: The overpass is on
the grass next to some houses .
GT: The overpass is next to the
grass and some trees .

Figure 2: Qualitative examples of generated captions given images of different classes of the test set
associated to the NWPU-Captions dataset (Cheng et al., 2022).

Query Result

What can be seen at a beach ?  Ocean and white
 waves . [RET]

Can you show me an image of a
city with large buildings ?  [RET]

Can you show me a photo of a
large airplane ?  [RET]

Good place for holidays . [RET]

Perfect spot for camping . [RET]

Figure 3: Examples of image retrieval achieved by RS-CapRet, given different requests by the user
and considering object features and related topics.

images considering the different types of scenes or objects requested, namely a beach, a city with
tall buildings, and a large airplane.

Due to the high performance of the LLM which was used to build RS-CapRet, the model can lever-
age knowledge between concepts that it has learned beyond our specific training. We experimented
with asking the model to obtain images related to different concepts, in particular images related to
holidays and camping spots, illustrated in the two bottom examples of Figure 3. For these examples,
we directly appended the [RET] token to the end of the text, and retrieve the 3 most similar images
to the obtained representation. In the example referring holidays, the images retrieved consist of
pools and a hotel resort. Regarding a spot for camping, the images obtained depict a beach and a
lake in a forest.
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E.3 EXPLORING DIALOGUES

The ability to integrate visual embeddings into the input space of the LLM allows further combina-
tion of multi-modal inputs, with sequences of multiple images along with text and questions. This
was further enhanced while training for the image captioning objective, where two image and text
sequences were concatenated. We experimented with the ability of the model to handle short dia-
logues given multimodal inputs. Some dialogue examples are illustrated in Figure 4. In the example
on the left, the model receives as input an image together with a question, and it can generate a de-
scription that answers the question. When asked to obtain a variation of the initial image to include
buildings, without the explicit mention by the user that the scene being described is a golf course
(”Show me one likes this with...”), the model can obtain an image that fits the desired criteria. A
second variant is requested, also obtaining an image that fits the desired criteria (i.e. a golf course
near the beach with sand). A second example is also shown on the right in Figure 4, regarding airport
scenery and where the model can provide a description of the initial image, obtain a variant of the
scenery, and another variant regarding the number of objects. Despite these promising results, we
have observed that the model can also lack robustness, due to not having been directly optimized
for this type of dialogue task during training. Still, these experiments show promising avenues for
conversational agents for the remote sensing domain.

E.4 IN-CONTEXT LEARNING

Finally, in Figure 5, we present some examples in which the model demonstrates in-context learning
abilities to describe images. In particular, we present some examples where RS-CapRet struggles
to adequately describe the image (in the first example there are no ”lush woods”, while the second
example mentions a ”palace”, probably due to the shapes of the buildings), that can be refined by
giving an example of the same class, leading to accurate descriptions of the initial image.
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What can you see here ? 

Five bunkers and a lake .

Where is this ?

At the golf course .

Show me one image like this with buildings beside.

Here is a lawn with a
building and a lake . [RET]

Now one near the beach with sand .

Trees and a lake . [RET]

What can be seen here ?

Two planes parked in the open space next to
the grass .

A photo with the same theme with lots of
green grass .

[RET]

Now a picture with many airplanes .

Plentiful . [RET]

Figure 4: Examples of dialogue with RS-CapRet, showing (a) the ability to handle multi-modal
inputs with interleaved sequences of images and text, as well as (b) reasoning abilities given world
knowledge.
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Input Output Text

There are several houses
among the lush woods .

Input

There are several houses of various
sizes and several withered trees in a
sparse residential area surrounded

by open spaces .

Output Text

The sparse residential is on
the bare land next to some

trees and a road .

Input Output Text

The gray palace has some
palaces of different sizes

and a courtyard .

Input

A commercial area has some
buildings and a road goes through

the commercial area .

Output Text

There are many buildings
of different shapes and
sizes in the business

district .

Figure 5: In-context learning ability of RS-CapRet. Given one example of the correct class of the
input image, RS-CapRet can generate an accurate description, where it had before failed.
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