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ABSTRACT

Effective geospatial machine learning (GeoML) relies on high-quality labeled
datasets, but geospatial data collection is often costly and logistically challeng-
ing. Creating new geospatial datasets frequently requires on-site labeling of data,
including collecting data through surveys or scientific instruments. These meth-
ods incur variable costs across regions, making it difficult to gather representative
ground-referenced data with budget constraints. Given that GeoML models re-
quire large datasets to perform well, ensuring both representativeness and size is
critical for effective data collection. We propose a sampling method that jointly
maximizes dataset size and representative composition with respect to cost con-
straints. We evaluate our method by training GeoML models on the optimized
subsets in simulation studies and find that our method outperforms baseline meth-
ods of random sampling. Our findings underscore the competing priorities of
representation and dataset size, evidencing environments where one of these fac-
tors is more important. Looking forward, our results highlight the value of further
research into how sampling strategies can enhance model performance.

1 INTRODUCTION

Machine learning (ML) with remotely sensed data is increasingly used to inform environmental and
social policy, developing an interesting and pressing link between ML and real-world applications.
Like all ML models, to operate at their full potential, these models require a high-quality, represen-
tative, and sufficiently large dataset (Roscher et al., 2024). While the archive of unlabeled geospatial
data is large and growing, it remains infeasible to obtain ground truth labels in all geographic regions
for most relevant prediction tasks.

Dataset composition is shown to be a consistent determinant of model performance (Rolf et al.,
2021b; Rolf et al.; Ghorbani & Zou, 2019; Wang & Jia, 2023). In recognition of this, active learning
and adaptive sampling methods in GeoML aim to create a small, high-quality dataset, which can
improve model performance above a large, randomly chosen set of samples (Tuia et al., 2009; Soman
et al., 2023). However, it is difficult to use active learning methods to inform dataset design for
geospatial settings as these methods assume (i) that there is existing training data to start with, and
(ii) that there is a uniform cost in labeling all data (Settles, 2011). A significant amount of geospatial
data requires on-site data collection, including conducting surveys and measuring with scientific
instruments (Rolf et al., 2024). Geospatial data collection efforts thus have costs that vary across
space, e.g., accessing certain terrains can be more challenging and expensive. Here, we propose an
approach for composing high-quality geospatial training sets in cost-constrained environments.

We work towards understanding when optimized sampling is necessary and worthwhile by studying
the effect of different sampling methods on model performance. To address this, we (1) propose a
novel algorithm for dataset optimization designed for spatial ML settings, (2) evaluate this algorithm
under different cost structures, representing different possible scenarios, and (3) compare perfor-
mance of our sampling algorithm to simple random sampling and stratified random sampling, which
are the standard baselines in the field of active learning (Cawley, 2011). Our results highlight that
under cost constraints, strategic data collection decisions can improve GeoML model performance
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compared to standard sampling baselines. We interpret our results in the context of the competing
priorities of representation and dataset size and encourage further work to optimize this trade-off.

2 OPTIMIZING REPRESENTATIVENESS AND QUANTITY OF SPATIAL DATA

Representative training data is key to training ML models that work well over diverse populations
(Rolf et al., 2021b; Roscher et al., 2024), but collecting representative ground-referenced training
data for geospatial ML models is particularly challenging. Cost structures of physical data collection
induce a trade-off between collecting datasets that (i) are representative, containing enough data
from relevant parts of the region of interest, and (ii) have a high-quantity of data, a significant
factor in ML model performance across all domains. To this end, we design a sampling framework
that can balance these two objectives under cost constraints on data collection.

To represent this challenge in a general problem setting, we assume that were are given an unlabeled
list of samples S = {s1, . . . , sN}, and that each sample is associated with a group g, i.e. si ∈
g. We assume that the set of groups G is discrete and covers the whole population, with γg =
Ps∼D[s ∈ g], adopting notation from Rolf et al. (2021b). For example, relevant groupings could
include administrative boundaries, census tracts, or environmental groups such as ecoregions. To
model the variable cost in labeling different samples, we assign a cost ci to each sample si.

To optimize S under budget constraints, we can determine a vector x ∈ {0, 1}N where the entry xi

= 1 if si is collected, and xi is 0 if si is not collected. Then, we aim to solve the following problem:

argmin
x∈{0,1}N

∑
g∈G

γg

λ( N∑
i=1

xiI(si ∈ g)

)−1

+ (1− λ)

(
N∑
i=1

xi

)−1
 subject to

N∑
i=1

xici ≤ B (1)

where B represents a fixed budget, and λ ∈ [0, 1] is fixed. Note that
∑N

i=1 xiI(si ∈ g) represents the
number of samples in group g,

∑N
i=1 xi the sample size, and

∑N
i=1 xici the cost. Thus, minimizing

Equation 1 amounts to jointly maximizing the number of points in each group g, relative to γg , and
the overall dataset size, with respect to the budget. The parameter λ controls the importance of these
objectives. Specifically, λ = 0 results in a greedy selection of the lowest-cost points, while λ = 1
encourages diversity before dataset size. 1

To solve Equation 1, we relax the constraints x ∈ {0, 1}N to x ∈ [0, 1]N , which turns this into a
convex optimization problem that we can solve with standard tools. The solution to this problem is
a N -dimensional vector x with entries xi representing the probability that data instance si will be
sampled in the training set. We refer to this process of sampling as OPT. Note that in this relaxed
setting, the expected sample cost must be less than the budget.

3 EXPERIMENTAL SETUP

Our experiments are designed to evaluate the effectiveness of our proposed sampling method in
constrained settings (Section 2). We evaluate performance for different sample budgets with respect
to two baselines: a simple random sample (SRS) geographically, and a stratified random sample
(StRS), in which an equal number of samples is taken from each strata. Working with an already
labeled dataset, we simulate collecting a sample with each method by subsetting the existing data.
We then train models on each subset and compare performance across the sampling methods.

We use the USAVars dataset (Rolf et al., 2021a), consisting of 1 km2 crops of NAIP imagery (resam-
pled to 4m/pixel) centered on 97876 points randomly sampled from the contiguous US. The diversity
in outcomes and the fact that the full data is a SRS over grid cells in the US makes this dataset partic-
ularly useful for studying our proposed algorithm. Each data point is labeled with three outcomes:
population density, tree cover percentage, and elevation. Train and test splits represent 80% and 20%
of the entire dataset, respectively. Images from the USAVars dataset are featurized using the random
convolutional features (RCF) extractor from TorchGeo (Stewart et al., 2022). 4096-dimensional fea-
tures are extracted using 4 × 4 patches drawn randomly from the empirical distribution of patches

1This framework is modified from Rolf et al. (2021b) and the optimal sample allocation problem (Neyman,
1934; Wright, 2020).
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C1 C2
Budget SRS StRS λ = 1 λ = 0.05 λ = 0 SRS StRS λ = 1 λ = 0.05 λ = 0
1000 191 181 316 528 1000 91 73 322 510 1000
2000 373 363 633 1054 2000 183 147 646 1018 2000
3000 551 545 951 1581 3000 258 225 970 1529 3000
4000 738 727 1267 2109 4000 337 299 1293 2037 4000
5000 928 908 1584 2637 5000 421 377 1614 2550 5000

Table 1: Average number of samples obtained by each sampling method under cost-constraints
(budget) for the population outcome (similar to results for treecover and elevation outcomes). For
C3, all sampling methods will result in the same number of samples.

in the training data, and the bias of the convolutional layer is set to −1.0. A ridge regression is fit
on the standardized features, using 5 fold cross-validation to pick the regularization parameter.

Figure 1: Distribution of NLCD groups, which cap-
ture large-scale ground and terrain conditions.

To construct groups relevant to all outcomes
in the USAVars dataset, we cluster points
by land cover distribution in each 1 km2 re-
gion (Figure 1), using the 2016 National Land
Cover Database (NLCD) 30m classifications.
For each image in our dataset, we determine a
16-dimensional simplex representing the land
cover distribution across pixels. These vec-
tors are grouped into 8 clusters (referred to as
NLCD groups) using k-means clustering.

We study the comparison of sampling meth-
ods under three cost structures. The moti-
vation for selecting these costs is to assign
higher costs to images that appear more re-
mote. In cost structure 1 (C1), we assign groups 0, 2, 5, 6, cost 1 and groups 1, 3, 4, 7 cost 10, to
represent variable costs. To capture a stark difference in costs, in cost structure 2 (C2), we assign
groups 1 and 3 cost 50, and the remaining groups cost 1. In cost structure 3 (C3), we take a different
approach and assign spatially relevant costs. We assign a sample cost 1 if it is located in the Eastern
US, and ∞ if it is located in the Western US, an extreme—but not unrealistic—circumstance where
it is infeasible to collect in some regions.

For each cost structure, we compare our method with two baseline strategies: SRS and StRS.
To compare effectively, we run OPT with different values of λ, varying λ across a sparse grid
[0, 0.05, 0.5, 0.95, 1]; we only report on λ = 0, 0.05, 1.0 for readability. Equation 1 is solved us-
ing MOSEK via cvxpy. We run each sampling method with different budgets B ranging from 500
and 5000 to simulate cost-constrained data collection. For SRS and StRS, sampling halts once the
budget is met. For OPT, Equation 1 is solved with B and the resulting sample cost is recorded.

4 RESULTS

Figure 2 and 3 represent our findings for each sampling method on the cost structures from Section 3.
In Figure 2 (top, corresponding to C1), OPT (λ = 1) offers an improvement above SRS and StRS
for the population outcome with all costs and the treecover outcome after cost 2000 (See Tables 2,
3, 4 in Appendix). Table 1 shows that as λ decreases from 1 to 0, OPT results in larger training set
sizes. However, larger training sets do not necessarily lead to increased model performance, as in
Figure 2 (top), OPT (λ = 1) outperforms OPT (λ = 0.05) and OPT (λ = 0), demonstrating the
importance of having a representative training set. In contrast, for C2 (Figure 2 (bottom)), for
all values of λ, OPT leads to a significant improvement above SRS and StRS in the population and
treecover outcomes and for the elevation outcome beyond budget 1500. Notably, in each outcome
in Figure 2 (bottom), OPT with λ = 0, leads to a higher R2 score than all other sampling methods.
These results demonstrate the importance of having a large dataset when operating under cost
constraints. Comparing the top and bottom rows of Figure 2, cost structure C2 leads to more dra-
matic differences in performance between OPT and the SRS and StRS baselines, implying that our
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Figure 2: R2 score vs. cost of collection for the three outcomes and two cost structures (top: C1,
bottom: C2). Trendlines generated using locally weighted scatterplot smoothing (LOWESS).

Figure 3: R2 score vs. cost of collection (cost structure C3) for two outcomes (performance is very
low for this out of distribution setting when predicting elevation). Note that for C3, all λ ∈ (0, 1]
yield equivalent samples and λ = 0 yields a simple random sample.

method is particularly effective when some groups are significantly more expensive or difficult to
sample. Lastly, in Figure 3, OPT (λ = 1) yields improvements over SRS and StRS for all budgets
shown in the treecover outcome, but not as many improvements over these baselines in the popula-
tion outcome. Due to the nature of the NLCD classes, it is possible that these groups are more useful
for determining representative samples of treecover percentage than for population density.

5 CONCLUSION AND FUTURE WORK

This work represents the first steps toward optimizing sampling of spatial data to maximize the per-
formance of GeoML models that leverage remotely sensed data. We propose a novel framework for
data collection, which optimizes both group representation and dataset size. We test this framework
across different parameters λ and demonstrate that under differing cost constraints, it can lead to
improved model performance above simple and stratified random sampling. In this work, we only
deployed our sampling framework on one dataset, which is limited to the US, and one model. In
continuing this work, we intend to test our methods on a variety of benchmark datasets with differ-
ent models to further demonstrate the impact of strategic data collection, as well as on different cost
structures, to more fully understand the robustness of our results under different realistic settings.
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A APPENDIX

A.1 TABLES

In this section, we provide tables representing the averaged R2 score across the 5 random seeds
used to sample the USAVars data. Note that as SRS and StRS are run until budget is reached but not
exceeded, the true sample cost might be less then the budget. As OPT is solved with an expected
total cost, then the true sample cost might be more or less than the budget. We allow a tolerance of
±10.

Budget
Method 1000 2000 3000 4000 5000
SRS 0.49± 0.02 0.54± 0.00 0.55± 0.02 0.57± 0.01 0.59± 0.01
StRS 0.50± 0.05 0.55± 0.02 0.57± 0.02 0.59± 0.01 0.60± 0.01
OPT (λ = 0) 0.44± 0.04 0.48± 0.03 0.52± 0.02 0.52± 0.02 0.53± 0.02
OPT (λ = 0.05) 0.53± 0.00 0.56± 0.00 0.58± 0.00 0.59± 0.00 0.60± 0.00
OPT (λ = 0.5) 0.53± 0.00 0.57± 0.00 0.59± 0.00 0.60± 0.00 0.62± 0.00
OPT (λ = 0.95) 0.53± 0.00 0.57± 0.00 0.58± 0.00 0.60± 0.00 0.62± 0.00
OPT (λ = 1) 0.53± 0.00 0.56± 0.00 0.58± 0.00 0.60± 0.00 0.62± 0.00

Table 2: Average R2 score on the Test Set for Population with NLCD groups with cost structure C1.

Budget∗
Method 1000 2000 3000 4000 5000
SRS 0.42± 0.05 0.52± 0.00 0.54± 0.01 0.58± 0.01 0.60± 0.01
StRS 0.43± 0.06 0.51± 0.02 0.56± 0.01 0.58± 0.02 0.60± 0.01
OPT (λ = 0) 0.22± 0.18 0.31± 0.08 0.36± 0.03 0.40± 0.05 0.40± 0.05
OPT (λ = 0.05) 0.46± 0.00 0.50± 0.00 0.53± 0.00 0.54± 0.00 0.56± 0.00
OPT (λ = 0.5) 0.45± 0.00 0.54± 0.00 0.55± 0.00 0.58± 0.00 0.60± 0.00
OPT (λ = 0.95) 0.44± 0.00 0.53± 0.00 0.55± 0.00 0.57± 0.00 0.60± 0.00
OPT (λ = 1) 0.45± 0.00 0.53± 0.00 0.55± 0.00 0.58± 0.00 0.60± 0.00

Table 3: Average R2 score on the Test Set for Elevation with NLCD groups with cost structure C1.

Budget∗
Method 1000 2000 3000 4000 5000
SRS 0.75± 0.04 0.81± 0.00 0.83± 0.00 0.84± 0.01 0.85± 0.01
StRS 0.78± 0.01 0.81± 0.01 0.83± 0.01 0.81± 0.01 0.85± 0.01
OPT (λ = 0) 0.65± 0.08 0.69± 0.05 0.75± 0.02 0.77± 0.02 0.77± 0.02
OPT (λ = 0.05) 0.77± 0.00 0.81± 0.00 0.83± 0.00 0.85± 0.00 0.86± 0.00
OPT (λ = 0.5) 0.74± 0.01 0.82± 0.00 0.84± 0.00 0.85± 0.00 0.86± 0.00
OPT (λ = 0.95) 0.73± 0.01 0.82± 0.00 0.84± 0.00 0.85± 0.00 0.86± 0.00
OPT (λ = 1) 0.73± 0.02 0.82± 0.00 0.84± 0.00 0.85± 0.00 0.86± 0.00

Table 4: Average R2 score on the Test Set for Treecover with NLCD groups with cost structure C1.

A.2 ADDITIONAL PLOTS
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Figure 4: R2 score vs. cost of collection (cost structure C3 variant with cost 1 assigned if the sample
is in the Western United States, and ∞ if the sample is in the Eastern United States). Elevation
is excluded, as performance is very low for this out of distribution setting when predicting this
outcome. Note that for C3, all λ ∈ (0, 1] yield equivalent samples and λ = 0 yields a simple
random sample.
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