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ABSTRACT

Embedding distribution alignment is an approach to transfer knowledge from
label-abundant electro-optical (EO) images to the label-scarce synthetic aperture
radar (SAR) modality. However, this approach assumes that it is possible to learn
a useful and discriminative EO representation via a neural network. In this work,
we study the properties of such a representation. We analyze a recent result show-
ing that supervised contrastive learning can improve transfer performance and find
that its reduction of the effective dimension of the embedding is crucial to success-
ful transfer. We then show that directly optimizing for this property can yield even
better down-stream accuracy. Finally, we show that the powerful representation
of an EO foundation model is insufficient for alignment due to its generality, but
that additional representation learning can recover alignment performance.

1 INTRODUCTION

Satellite imagery has emerged as a crucial mechanism to monitor the global environment and sup-
port reasoning about the state of our planet on a large scale (Kramer et al., 2002). Such awareness
enables governments to enact preventative measures in cases of imminent natural disasters (Voigt
et al., 2007), and to study and impede the effects of climate change (Yang et al., 2013). This imagery
is collected across a wide range of data modalities, from multi-spectral electro-optical (EO) images
to radar and other technologies. In particular, synthetic aperture radar (SAR) data has proven useful
due to its ability to penetrate atmospheric obstacles (Koo et al., 2012; Cooke & Scott, 2019), such as
extreme weather and lighting conditions, that affect EO images (Kim et al., 2021). Still, challenges
such as speckle noise, geometric distortion, and absence of color can render SAR images difficult
to interpret for humans (Zhang et al., 2023). Consequently, it would be desirable to employ ma-
chine learning to analyze SAR data, but this process is complicated by the relative lack of labeled
SAR data. In addition, the restricted nature of many SAR technologies, coupled with interpretation
difficulties, makes solutions such as crowd-sourcing SAR labels currently infeasible.

To address this problem, leveraging the abundance of labeled EO data, cross-modal EO-to-SAR
transfer learning has achieved competitive performance on SAR classification (Rostami et al., 2019;
Jeong et al., 2021; Tai et al., 2022). These methods extract useful information from plentifully la-
beled EO data and transfer this information to the SAR domain using few labeled SAR points. Such
transfer can occur via fine-tuning (Zhang et al., 2018), embedding distribution alignment (Long
et al., 2015), or adversarial training (Ganin et al., 2016). While few-shot methods have been exten-
sively studied (Sun et al., 2021; Jeong et al., 2021; Tai et al., 2022), understanding the EO and SAR
representation spaces is crucial to the development of new methods. Our work studies the impact of
EO representations on distribution alignment methods, such as maximum mean discrepancy (MMD)
(Gretton et al., 2006) and sliced Wasserstein distance (SWD) minimization (Rostami et al., 2019),
which align the internal embedding of a SAR network with that of a high-performance EO model.

Hussing et al. (2022) showed that pretraining EO models with supervised contrastive learning (Sup-
Con) (Khosla et al., 2020) can improve SAR transfer using SWD alignment. However, the work
lacks analysis on the exact characteristics induced onto the EO embedding space. Our contribution
is an extensive analysis of the embedding properties that allow for effective distribution alignment.
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We identify contrastive learning’s ability to align data as the key to improving transfer. The im-
proved accuracy strongly correlates with the effective dimension of the learned EO embeddings,
and we show that decreasing this dimension directly yields even higher performance. At this point,
one might hypothesize that the high-performance neural network EO embeddings might not even
be needed for performant transfer. We provide contrary evidence by showing that using Gaussian
mixture models as a substitute is insufficient to achieve maximum performance. Lastly, we examine
whether foundation models might substitute for the EO neural network, employing a recent founda-
tion model for earth data (Jakubik et al., 2023). We hypothesize that the powerful backbone might
yield even better embeddings for transfer but find that its generality is, in fact, harmful to task-
specific alignment. The useful embedding properties we identified can be recovered in this model,
but the resulting performance is equivalent to that of small neural network.

2 SETTING AND METHODOLOGY

We consider a setting with access to extensive labeled EO data (XS , Y S), limited labeled SAR data
(XT , Y T ), and extensive unlabeled SAR data X̃T .

2.1 DISTRIBUTION ALIGNMENT

We use the EO-to-SAR neural network from Rostami et al. (2019) with two identical CNN encoders
ϕS , ϕT for the EO and SAR domains and a shared classifier ψ (illustration in Appendix A). Let
ZS = {zSi |i = 1, 2, ..., |XS |} = ϕS(XS) denote the internal representation produced by the EO
encoder and, similarly, ZT = ϕT (XT ∪ X̃T ) is the representation produced by the SAR encoder.
Further, let ZS

c and ZT
c denote the same embeddings conditioned on the data being from class c. We

1) pretrain the EO encoder and classifier with labeled EO data (XS , Y S) and freeze the encoder,
and 2) align the EO and SAR model’s overall embedding distributions ZS and ZT and the class-
conditioned embedding distributions ZS

c and ZT
c using unlabeled and labeled SAR data respectively.

Distribution matching is done via minimization of either of the following metrics, SWD or MMD.

Sliced Wasserstein Distance is a fast approximation to the Wasserstein distance, a measure for
optimal transport of probability distributions. It is calculated using the average Wasserstein distance
between many one-dimensional projections of the two distributions (Rostami et al., 2019) as

SWD2(ZS , ZT ) =
1

H

H∑
h=1

m∑
i=1

∣∣∣γh · zSsh[i] − γh · zTth[i]
∣∣∣2 , (1)

where H is the number of random projections γ, m is the EO and SAR alignment batch size, and sh
and th are the lists of indices that sort {γl · zSi }mi=1 and {γl · zTi }mi=1, respectively.

Maximum Mean Discrepancy compares two distributions in a reproducing kernel Hilbert space as

MMD2(ZS , ZT ) =

∥∥∥∥∥ 1

m

m∑
i=1

f(zSi )−
1

n

n∑
i=1

f(zTi )

∥∥∥∥∥
2

H

, (2)

where ∥·∥H is the Hilbert-Schmidt norm and f(·) is the feature space map associated with the kernel
map k(ZS , ZT ) =

〈
f(ZS), f(ZT )

〉
, a convex combination of linear kernels (Yan et al., 2017).

2.2 LEARNING SOURCE REPRESENTATIONS

We seek to understand what properties of source embeddings lead to efficient embedding distribution
alignment. In general, the following loss function is minimized during EO training:

L(ZS , Y S , θ) = LCE
(
ψθ(Z

S), Y S
)
+ λLrep

(
ZS , Y S , θ

)
, (3)

where LCE is the cross entropy loss and Lrep denotes one of the following representation losses.

The SupCon loss (Khosla et al., 2020) pulls data points from the same class (positives) together
in the embedding space and pushes data points from different classes (negatives) away from each
other. It uses random data augmentations of same-class images as inputs and is defined as

Lc(Z
S , Y S , θ) =

∑
i∈I

−1

|P (i)|
∑

p∈P (i)

log
exp(wT zi · wT zp/τ)∑

a∈A(i) exp(w
T zi · wT za/τ)

, (4)
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where I = {1, ..., 2|ZS |} is the set of indices for the 2|XS | augmentations, P (i) ⊆ I is the the
set of indices of all positives distinct from i, w is a learnable linear projection layer applied to the
embeddings, and τ is the temperature parameter controlling the emphasis on hard negative pairs.

The OLÉ loss (Lezama et al., 2018) pushes the inter-class subspace to be orthogonal through en-
couraging low-rank class-specific representations and high-rank overall representations:

Lo(Z
S , Y S , θ) =

∑C

c=1
max

(
δ, ∥ZS

c ∥∗
)
− ∥ZS∥∗ , (5)

where ∥ · ∥∗ is the matrix nuclear norm, C is the number of classes, and δ is a constant we set to 1.

The rank reduction loss (Park et al., 2022) encourages low-rank representations with highly corre-
lated features through maximizing the off-diagonal terms of the normalized auto-correlation matrix
for the representations zero-centered over the batch dimension:

Lr(Z
S , θ) = −

∑
i̸=j

 ∑m
k=1 Z̄k,iZ̄k,j√∑m

k=1 Z̄
2
k,i

√∑m
k=1 Z̄

2
k,j

2

where Z̄a,b = ZS
a,b −

1

m

m∑
k=1

ZS
k,b . (6)

3 EXPERIMENTS & RESULTS

We use the four low-rise classes in the So2Sat dataset (Zhu et al., 2020) as a classification objective.
For training, we use all labeled EO data and sample 128, 512, or 2, 048 labeled SAR data points
per class. The remaining SAR data is used as unlabeled data. We report accuracy on a holdout set
of labeled SAR data. Results are averaged over 5 trials. To assess properties of the embeddings,
we consider 1) the effective dimension of the EO embeddings, defined as the fraction of principal
components required to explain 90% of the variance (Wold et al., 1987) over the training data and 2)
a measure of how close datapoints from each class are to each other called inertia (Chavent, 1998).

3.1 REPRESENTATION LEARNING FOR DISTRIBUTION ALIGNMENT
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Figure 1: SWD transfer SAR accuracy (Left) and ef-
fective EO embedding dimension (Right) for different
alignment & uniformity loss coefficients. Lower effec-
tive dimension correlates with transfer accuracy.

Our first goal is to understand the benefits
of SupCon pretraining originally reported
in Hussing et al. (2022). For this, we look
at a recent result (Wang & Isola, 2020) that
provides an asymptotic decomposition of
the contrastive loss into two terms: mini-
mizing the mean distance between positive
pairs (alignment) while promoting unifor-
mity of points on the unit sphere. We train
the EO model with different alignment
and uniformity loss strengths and perform
SWD transfer. Fig. 1 shows that decreas-
ing uniformity and increasing alignment increases downstream performance. Further, increased
accuracy is correlated with lower effective dimension of the embedding.

This observation inspired the introduction of two losses that consider the rank of the embedding
matrix directly. The OLÉ loss maximizes the overall but minimizes the per class rank of the em-
bedding, while the rank reduction loss reduces both. The results in Fig. 2 demonstrate that, as
hypothesized, down-stream accuracy is correlated with low effective dimension and inertia. Rank
reduction consistently leads to the best performance on SWD transfer.

3.2 CONDENSING CLUSTERS WITH EVEN SIMPLER SOURCE REPRESENTATION

Given the benefits of low-rank embeddings, we investigate if even simpler representations might
be sufficient and whether neural network pretraining is required. We first model the EO clusters
for each class with a simple Gaussian mixture that was fit on the EO embedding (Rostami, 2021).
Next, we go further by replacing the source embedding distribution for each class with Gaussian
distributions centered at the corresponding one-hot vector. The results are presented in Fig. 3.
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Figure 2: (Left) SAR accuracy when using the EO pretraining losses for MMD and SWD alignment.
Colors indicate pretraining losses, patterns correspond to the the alignment methods. The gray line
is the accuracy of direct supervised SAR training. The performance of both methods increases when
using pretrained representations, especially when more data is available. (Right) Effective dimen-
sions and inertia of the EO embedding. Lower values yield higher down-stream transfer accuracies.
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Figure 3: SWD transfer from GMMs and one-hot vectors
with rank-reduced EO embeddings. GMMs are based on the
EO embedding distribution. With sufficient samples, trans-
fer from GMMs achieves reasonable performance but one-hot
vectors provide poor targets.
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Figure 4: SAR Accuracy, effective
dimensions, and inertia for Prithvi
training. Original CNN transfer
performance can be recovered via
representation learning.

For the Gaussian mixture model as the source embedding, we obtain performance comparable to
the standard distribution alignment accuracy on the original EO embeddings. However, scaling
down the variances to decrease inertia does not lead to an improvement in performance. Further, we
observe that SWD transfer performance from one-hot vectors is significantly worse than the standard
SWD accuracy, especially with fewer labeled SAR images. This is partially caused by the lack of
EO pretraining to fit the classifier. In addition, these results suggest that it is critical for the source
embedding to contain fine-grained information about class distribution and inter-class relations.

3.3 DISTRIBUTION ALIGNMENT TO A FOUNDATION MODEL

Lastly, we investigate the transferability of embeddings provided by a recent foundation model for
earth observation data called Prithvi (Jakubik et al., 2023). The results are provided in Fig. 4. Prithvi
is a powerful feature extractor which might be useful for multi-modal transfer. Linear probing of
Prithvi achieves 60.6% accuracy with only 256 labeled SAR samples on average for each class
showing its promising ability to generalize to SAR data. Yet, we find that Privthi’s embeddings of
our data have high effective dimension and inertia; consequently, they are poor alignment targets.

We conjecture that condensing the embedding dimension via contrastive learning might enable us
to use alignment methods. We train two additional layers on top of Prithvi to classify our EO data
and align to the corresponding embedding instead. However, the results show that we do not gain
the desired performance increase; the resulting accuracy is comparable to that of the CNN encoder
from previous sections. We believe alignment is not able to transfer the fine-grained details required
to disentangle complex EO and SAR scenes that Prithvi can capture (see Appendix C for details).
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4 CONCLUSION AND FUTURE WORK

We highlight the importance of representation learning for EO to SAR embedding alignment and
trace its efficacy to the rank of the EO encoding. We hope these insights will be useful for developing
methods in the future that do not require low-dimensional shaping and can align complex distribu-
tions. Investigation of such methods will give us the ability to do few-shot alignment to powerful
pretrained foundational models and improve our ability to leverage multi-modal satellite data.
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A NETWORK ARCHITECTURE DETAILS

Figure 5: Abstract visualization of the neural network architecture we use. The gray color indicates
the parts that are frozen after pretraining and the blue color indicates the parts that are used for
alignment.

B HYPERPARAMETERS

Table 1: Direct SAR Training

Hyperparameter Configuration
Optimizer Adam

Learning Rate 1e-3
Weight Decay 0

Duration 50 epochs
Batch Size 32

Table 2: SWD and MMD Transfer

Hyperparameter Configuration
Pretrain Optimizer Adadelta

Pretrain Learning Rate 1e-3
Pretrain Weight Decay 0

Pretrain Duration 100 epochs
Pretrain Batch Size (LCE/Lc/Lo/Lr) 32/32/32/32

Pretrain Loss Coefficients (λCE/λc/λo/λr) 1/1/1/1e-3
Optimizer Adam

Learning Rate 1e-3
Weight Decay 0

Duration 200 updates
Alignment Batch Size 1024
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Table 3: SWD Transfer from Prithvi

Hyperparameter Configuration
Pretrain Optimizer Adadelta

Pretrain Learning Rate 1e-2
Pretrain Weight Decay 0

Pretrain Duration 100 epochs
Pretrain Batch Size (LCE/Lc) 32/1024

Pretrain Loss Coefficients (λCE/λc) 1/1
Optimizer Adam

Learning Rate 1e-3
Weight Decay 0

Duration 300 updates
Alignment Batch Size 1024

Table 4: SWD Transfer from MAE

Hyperparameter Configuration
MAE Encoder Depth 6
MAE Decoder Depth 2

MAE Training Optimizer Adam
MAE Training Learning Rate 1e-4
MAE Training Weight Decay 0

MAE Training Duration 200 epochs
MAE Training Batch Size 64

Optimizer Adam
Learning Rate 1e-3
Weight Decay 0

Duration 1000 updates
Alignment Batch Size 1024

C ADDITIONAL RESULTS ON UNSUPERVISED REPRESENTATIONS

Table 5: Accuracy, effective dimensions, and inertia of SWD transfer from Masked Autoencoders
trained on EO data with different embedding dimensions.

Model MAE (32) MAE (64) MAE (128) MAE (256)

SWD accuracy 52.2±1.1 52.9±1.1 51.8±0.7 51.8±0.5

Effective dimension 11.6±1.0 18.0±2.0 26.8±1.4 32.8±2.1

Inertia 28108.4±2546.0 51677.6±3886.2 122952.8±6874.4 278275.6±36346.7

In section 3.3, we found that the Prithvi model is not a good target to align to without additional
supervised training. We want to examine whether this is a function of the unsupervised pretraining
nature of the model, the large size of the embedding or the quantity and variety of data it was trained
on. To do so, we train our own masked auto-encoder (MAE) transformer (He et al., 2022) on the
EO data from the So2Sat dataset. We use this model and align to its embedding as a proxy for the
Prithvi model. The results are reported in Table 5.

We find that the poor performance is not necessarily a function of the unsupervised training pro-
cedure as alignment to our custom MAEs leads to significantly higher performance than alignment
to Prithvi. Additionally, we see that the embedding dimension is relatively unimportant across our
MAE results and all accuracies are constant even though we obtain increasing numbers of effective
dimensions and inertia with larger embeddings. These insights indicate that the EO data distribution
a model is trained on is key in whether alignment is possible or not.
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