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ABSTRACT

In recent years, there has been an explosion of proposed change detection deep
learning architectures in the remote sensing literature. These approaches claim
to offer state-of-the-art performance on different standard benchmark datasets.
However, has the field truly made significant progress? In this paper we per-
form experiments which conclude a simple U-Net segmentation baseline with-
out training tricks or complicated architectural changes is still a top performer
for the task of change detection. All experiments are openly available at
github.com/isaaccorley/a-change-detection-reality-check.

1 INTRODUCTION

The task of change detection from remotely sensed imagery is a canonical and important prob-
lem that allows us to analyze how our planet changes over time. It is crucial that change detec-
tion methods are highly accurate given their primary applications for building damage assessment
disaster response (Gupta et al., 2019a; Sublime & Kalinicheva, 2019) and monitoring of the en-
vironment (Cambrin et al., 2024; Watch, 2002). The machine learning and remote sensing fields
are currently experiencing their ImageNet (Deng et al., 2009) benchmarking era with new proposed
model architectures claiming incremental performance gains on standard benchmark datasets at a
rapid rate. For example, the Changer paper (Fang et al., 2023) – first preprint released on Sep. 2022
– is cited by 56 papers, the majority of them proposing a new architecture for change detection while
also not releasing any open-source code or model checkpoints (Ren et al., 2024; Zhang et al., 2024b;
Zhou et al., 2024; Li & Wu; Liu et al., 2024; Huang et al., 2024; Lin et al., 2024; Wang et al., 2024;
Lu et al., 2024; Tan et al., 2024; Xu et al., 2024; Yan et al., 2024; Peng et al., 2023; Wan et al., 2023;
Zhao et al., 2023c; Liu et al., 2023c; Quan et al., 2023; Wang et al., 2023; Liu et al., 2023b; Fazry
et al., 2023). Many of these proposed methods contain complicated architectural layers and mod-
ules specifically designed to better handle the bi-temporal image change detection task (Bai et al.,
2023; Zhang et al., 2024a; Yuan et al., 2024; Li et al., 2024; Pang et al., 2024; Zheng et al., 2024;
Zhao et al., 2023a; Li et al., 2023; Yan et al., 2023; Chen et al., 2023; Liu et al., 2023a; Zhao et al.,
2023b). Notably many of these papers are peer-reviewed and published at reputable conferences
and journals. However, this begs the question if these new methods are actually improvements over
generic segmentation architectures or have the benchmarks just been poorly executed? In this paper,
we seek to answer this question.

Background When proposing a new model architecture it is common to perform a comparison
to prior works through benchmark experiments to show statistically significant improvement. How-
ever over time, comparisons become less fair due to differences in training methodologies that are
misconstrued as achieving state-of-the-art performance. Put simply, baseline experiments are often
underpowered. This has been shown to be prevalent in many areas of research such as deep met-
ric learning (Musgrave et al., 2020), unsupervised domain adaption (Musgrave et al., 2021), image
classification (Bello et al., 2021), deep reinforcement learning (Henderson et al., 2018), point cloud
classification (Uy et al., 2019), and video recognition (Du et al., 2021). Furthermore, these analyses
commonly conclude that simple baselines outperform complicated and task-specific architectures.
Most recently, Gerard et al. (2024) discovered that a generic architecture like U-Net, without train-
ing or evaluation tricks, is still competitive on the xBD dataset from the xView2 challenge (Gupta
et al., 2019b).
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When analyzing relevant change detection papers and source code for benchmarking we find that it
is common for authors to just compare to metrics reported in prior literature rather than re-running
experiments with the prior methods in a consistent training setup. Further, we find that recent work
often changes multiple aspects of the experimental setup, including the training routine (optimiza-
tion methods, learning rate schedule, etc.) and loss functions, beyond just the proposed model
architecture. This is problematic as any observed improvements on the benchmark dataset could
be due to any combination of the new architecture, training routine, or loss function. This has the
potential to result in unfair comparisons, especially if the improvement in quantitative performance
is very small.

In this paper we revisit bi-temporal change detection benchmarks with simple baselines to get an
overview on progress. Specifically, we experiment with a simple semantic segmentation U-Net ar-
chitecture, and siamese network variants (Koch et al., 2015), to explore how these baselines perform
against the latest state-of-the-art change detection methods. We find that this baseline architecture,
from 2015, is a top performer on change detection benchmark datasets.

2 METHODS

State-of-the-Art Models In our experiments, in addition to compiling results from many prior
change detection works, we retrain and evaluate the following state-of-the-art methods for change
detection: BIT (Chen et al., 2021b) is a transformer-based siamese network architecture which
uses a shared convolutional backbone to extract image features and transformer encoder decoder
networks to perform change detection. ChangeFormer (Bandara & Patel, 2022b) is an end-to-end
transformer-based siamese network architecture for change detection. TinyCD (Codegoni et al.,
2023) is a change detection architecture which uses an EfficientNet (Tan & Le, 2019) backbone to
extract convolutional features to feed to a custom attention-based decoder network.

Our Baseline Models (Daudt et al., 2018) proposed three fully-convolutional (FC) architectures
for change detection. The first is Early Fusion (FC-EF) which is an encoder-decoder style architec-
ture with the change detection image pair concatenated as input. The other methods contain shared
siamese encoders which either concatenate intermediate feature maps (FC-Siam-Conc) or take the
difference (FC-Siam-Diff). While these networks are similar to the U-Net architecture (Ronneberger
et al., 2015), the original implementation is customized and hardcoded to be lightweight in param-
eter count and thus are unable to take advantage of pretrained encoder backbones like ResNet (He
et al., 2016). These methods are commonly seen in change detection benchmarks being compared
to methods which utilize pretrained ImageNet backbones.

In our experiments, we generalize these implementations to use the standard U-Net framework
which is able to take advantage of numerous ImageNet pretrained backbones. To avoid confu-
sion with the original implementations of (Daudt et al., 2018), we refer to these architectures in our
experiments as simply U-Net, U-Net SiamConc, and U-Net SiamDiff. Specifically, we
utilize the implementations of these models in the TorchGeo (Stewart et al., 2022) library for re-
producibility. We perform benchmarks using the ResNet-50 and EfficientNet-B4 (Tan & Le, 2019)
backbones.

2.1 DATASETS

For comparisons of change detection architectures we utilize the following benchmark datasets:

LEVIR-CD (Chen & Shi, 2020) A binary change detection dataset containing 637 high resolution
(0.5m) 1024 × 1024 image pairs extracted from Google Earth. We utilize the splits provided
with the dataset and, following other change detection papers, we convert the images to
non-overlapping 256 × 256 patches.

WHU-CD (Ji et al., 2018) A binary change detection dataset containing one pair of high-resolution
(0.075m) aerial images of size 32507 × 15354. We utilize the train and test splits provided
with the dataset and convert the images to non-overlapping 256 × 256 patches. During
training runs we randomly split a 10% holdout set from the train set to use as a validation
set.

2



ICLR 2024 Machine Learning for Remote Sensing (ML4RS) Workshop

Table 1: Comparison of state-of-the-art and change detection architectures to a U-Net baseline
on the LEVIR-CD dataset. We report the test set precision, recall, and F1 metrics of the positive
change class. For the baseline experiments we perform 10 runs while varying random the seed and
report metrics from the highest performing run. All other metrics are taken from their respective
papers. The top performing methods are highlighted in bold. Gray rows indicate our baseline U-Net
and siamese encoder variants.

Model Backbone Precision Recall F1
FC-EF (Daudt et al., 2018) - 86.91 80.17 83.40

FC-Siam-Conc (Daudt et al., 2018) - 91.99 76.77 83.69
FC-Siam-Diff (Daudt et al., 2018) - 89.53 83.31 86.31

DTCDSCN (Liu et al., 2020) SE-Resnet34 88.53 86.83 87.67
STANet (Chen & Shi, 2020) ResNet-18 83.81 91.00 87.26
CDNet (Chen et al., 2021a) ResNet-18 91.60 86.50 89.00

BIT (Chen et al., 2021b) ResNet-18 89.24 89.37 89.31
ChangeFormer (Bandara & Patel, 2022b) MiT-b1 92.59 89.68 91.11

Tiny-CD (Codegoni et al., 2023) EfficientNet-b4 92.68 89.47 91.05
ChangerVanilla (Fang et al., 2023) ResNet-18 92.66 89.60 91.10

ChangerEx (Fang et al., 2023) ResNet-18 92.97 90.61 91.77

U-Net (Ronneberger et al., 2015) EfficientNet-b4 92.69 87.16 89.25
U-Net (Ronneberger et al., 2015) ResNet-50 91.97 89.78 90.38

U-Net SiamConc ResNet-50 92.87 89.48 90.41
U-Net SiamDiff ResNet-50 93.21 89.50 90.46

3 EXPERIMENTS

3.1 BASELINE TRAINING DETAILS

Throughout our baseline training experiments we use the same hyperparameter setup from the
BIT (Chen et al., 2021b) source which consists of batch size of 8, 200 epochs, stochastic gradi-
ent descent (SGD) optimizer with an initial learning rate γ = 0.01, momentum µ = 0.9, weight
decay α = 5E − 4, and a linear decaying scheduler. We train each model by optimizing a cross
entropy loss on a multiclass segmentation output where the number of classes is 2 for binary change
detection. We select the checkpoint with the top performance based on the validation loss and do not
perform any early stopping. We note that this setup results in a number of iterations which allows
each model to converge.

During training we use augmentations consisting of random horizontal and vertical flips with proba-
bility p = 0.5 and random resize crop with scale in the range [0.8, 1.0], aspect ratio of 1, and p = 1.
For image normalization we simply rescale the images to the range [−1, 1] following the BIT (Chen
et al., 2021b) source.

3.2 UPDATED WHU-CD BENCHMARKS

Many papers utilize a preprocessed and randomly split version of the WHU-CD dataset created in
(Bandara & Patel, 2022a) for change detection benchmarks. However these sets have been known
to introduce data leakage (Bandara, 2023) – ≈ 85% of the test set is included in the train set due to a
bug in the preprocessing scripts – which makes them impossible to use to benchmark methods. We
perform a new benchmark using the original train and test set splits from the WHU-CD dataset and
retrain the BIT, ChangeFormer, and TinyCD models for comparison. We use the same experimental
settings described in Section 3.1.

We find that performance of some models, particularly the transformer based methods BIT and
ChangeFormer, can vary significantly over different random seeds, therefore we train each model on
each dataset for runs with 10 different seeds. For comparisons we select the results from the highest
performing run as well as report the average and standard deviation over runs for transparency. Any
additional parameters can be found in our open source implementation.
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Table 2: Experimental results on the WHU-CD dataset. We retrain several state-of-the-art methods
using the original dataset’s train/test splits instead of the commonly used randomly split prepro-
cessed version created in Bandara & Patel (2022a). We find that these state-of-the-art methods are
outperformed by a U-Net baseline. We report the test set precision, recall, F1, and IoU metrics of
the positive change class. For each run we select the model checkpoint with the lowest validation
set loss. We provide metrics averaged over 10 runs with varying random seed as well as the best
seed. Gray rows indicate our baseline U-Net and siamese encoder variants.

Model Backbone F1 Pre. Rec. IoU
Averaged Over 10 Seeds

ChangeFormer MiT-b1 75.65 ± 1.58 77.06 ± 3.22 74.67 ± 1.97 61.60 ± 2.05
TinyCD EfficientNet-b4 78.53 ± 1.28 80.15 ± 2.49 77.56 ± 2.13 65.52 ± 1.72

BIT ResNet-18 72.67 ± 2.69 70.30 ± 6.36 76.84 ± 4.53 58.06 ± 3.24
U-Net ResNet-50 81.85 ± 1.32 83.72 ± 2.65 80.39 ± 2.32 69.96 ± 1.83

U-Net SiamConc ResNet-50 81.33 ± 1.08 79.30 ± 2.78 84.19 ± 1.55 69.40 ± 1.52
U-Net SiamDiff ResNet-50 82.02 ± 1.48 83.82 ± 3.80 80.92 ± 2.51 70.29 ± 2.00
Best Seed

ChangeFormer MiT-b1 77.75 82.60 78.57 64.22
TinyCD EfficientNet-b4 78.53 80.15 77.56 65.52

BIT ResNet-18 77.68 78.58 82.13 64.34
U-Net ResNet-50 84.17 88.65 83.08 73.23

U-Net SiamConc ResNet-50 82.75 83.69 86.56 71.15
U-Net SiamDiff ResNet-50 84.01 88.56 85.63 73.02

4 DISCUSSION

Results In Table 1 we provide experimental results for our baseline on the LEVIR-CD dataset.
We compare to prior work by compiling results from their respective papers. While the compiled
results represent the best reported metrics for each previous method, it still is evident that a simple
U-Net baseline is a top performer. Table 2 provides additional updated experimental results for the
WHU-CD dataset and compares several state-of-the-art change detection architectures. Again, we
can see that the baselines outperform all other methods.

Regarding the siamese variants of our U-Net baseline (U-Net SiamDiff and U-Net
SiamConc), our experimental results indicate that processing each image in the bi-temporal pair
with a shared encoder results in reasonable gains and is a promising approach. Methods such as
Changer (Fang et al., 2023) also conclude that additional feature interaction is key for achieving
performance improvements for change detection.

Limitations Due to the fast pace of the field of change detection, with new architectures being
proposed almost weekly, it is difficult to benchmark each new method. Furthermore, we do not
compare to methods which propose a technique, e.g. a loss function, which is dependent on the
architecture or methods, or to methods which do not publish open source code to reproduce the
experimental results.

We note that there exists several other common change detection datasets such as DSIFN-CD (Zhang
et al., 2020), S2Looking (Shen et al., 2021), SECOND (Yang et al., 2020), LEVIR-CD+ (Shen et al.,
2021), and xBD (Gupta et al., 2019b). While we do not benchmark against these, we leave this for
future work.

5 CONCLUSION AND NEXT STEPS

In this paper we analyzed whether the field of change detection has actually made significant im-
provements on benchmark datasets in recent years. We conclude that many claimed improvements
are questionable by demonstrating that a simple baseline of U-Net is still a top-performing method.
To be clear, this is not an issue unique to change detection; other machine learning fields such as
language modeling are finding it crucial to standardize fair benchmarking (Srivastava et al., 2022)
when new methods are rapidly proposed. To mitigate this, we recommend utilizing and contribut-
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ing proposed models to libraries and projects such as OpenCD (Li, 2022), GEO-Bench (Lacoste
et al., 2023), and TorchGeo (Stewart et al., 2022) which standardize datasets and trainers for reliable
benchmarking of remote sensing tasks. As this field has important downstream applications, we
hope our results motivate the community to perform more reliable benchmarks of performance so
that realistic advancements in change detection can be achieved.
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