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ABSTRACT

When preparing SAR-optical fusion datasets, cloudy samples are often removed
from the optical component if they do not contain any information for the predic-
tion task. Although optical data contains more information that is easier to extract
and SAR data is noisier, the latter is less affected by changes in the location or
illumination and is not obscured by cloud coverage. By removing clouds from the
dataset, the realistic situation of cloud coverage is withheld from the network dur-
ing training and SAR data has less influence on the prediction than when training
with cloudy data. In this work, we show on publicly available pre-trained net-
works and two remote sensing datasets that the effort to filter and correct clouds
might not be needed. In contrast, the results of self-trained ResNet18 networks
indicate that having cloudy examples in the dataset might lead to a more informa-
tive feature extraction from the SAR modality. This leads to networks that utilize
the SAR modality comparatively more for predictions, which we show by an in-
creased relevance of the SAR modality. Moreover, such networks obtain improved
accuracy, not only on cloudy test samples but potentially also on clear test data.1

1 INTRODUCTION

With over 50% of the earth’s land surface covered by clouds at all times (King et al., 2013), making a
time continuous monitoring of the planet with optical sensors is impossible. While this fact is one of
the main motivations to combine the complementary modalities of SAR and optical data (Mahyoub
et al., 2019), the optical data in proposed datasets is often cleaned and post-processed to avoid atmo-
spheric distortions and clouds in the optical images (Schmitt et al., 2019; Sumbul et al., 2021). Due
to efficiency, accuracy, and scalability to ever-increasing amounts of such remotely sensed datasets,
deep learning (DL) based methods have been used for different analysis and prediction tasks (Zhu
et al., 2017). In particular, DL-based methods are usually not trained with cloudy samples, and it
was shown how this could lead to false predictions with high confidence values when confronted
with clouds at test time (Gawlikowski et al., 2022). This is caused by a shift in the data distribution
between training and testing data, and data-driven approaches are known to be sensitive to such
distribution shifts. SAR-optical data fusion is widely applied in remote sensing and is motivated by
complementary properties. While the optical modality is richer in information and more accessible
to learn from for DL approaches, the SAR modality brings the advantage of robustness to changes
in the illumination, clouds, and atmospheric disturbances (Mahyoub et al., 2019).

For the SAR-optical land cover classification task, multiple large datasets are available for free,
including pre-trained networks (Schmitt et al., 2019; Sumbul et al., 2021). In general, these datasets
are explicitly cleared from samples where the optical part is affected by atmospheric distortions
or insufficient illumination. However, multiple dataset extensions allow applicants to match the
original dataset with labeled cloudy examples, as done by (Gawlikowski et al., 2022). The same
authors further explain the different effects of clouds on a DL-based classification pipeline and
show that neural networks that have not been trained with cloudy optical inputs can give wrong
predictions while stating high confidence in the prediction.

While explainability approaches for Machine Learning and DL predictors are already widely ap-
plied in uni-modal remote sensing, there is still room for improvement regarding quantifying the
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relevance of individual data sources. Multiple approaches motivated by concepts from game theory,
such as Shapley values, have been introduced (Gat et al., 2021; Lundberg & Lee, 2017; Parcal-
abescu & Frank, 2022). These approaches infer the relevance of individual modalities and groups
of modalities by the effect of changes in the predictions caused by modifications in other modali-
ties. In general, this procedure is computationally expensive, as the marginalization of individual
modalities is approximated via sampling and multiple forward passes. (Hu et al., 2022) introduced
SHAPE relevance scores, which have been shown to be an efficient alternative to the more expensive
existing approaches. Drawing inspiration from game theory, they also achieve results comparable to
more costly methods by omitting modalities and setting the corresponding inputs to uninformative
baseline values.

In this work, we investigate how the absence of cloudy samples in the training data affects the
fusion of optical and SAR modalities. We do this by closely examining each modality’s individual
relevance values from different state-of-the-art approaches. We can show how clouds in the training
and testing affect the relevance of individual modalities and draw a direct link to model performance.
We underline this link by empirical results on a ResNet18 network trained with and without cloudy
samples in the training data.

Our contribution in this paper is the following: 1) We investigate the relevance - using SHAPE scores
(Hu et al., 2022)- of the individual modalities in SAR-optical data fusion for land cover classifica-
tion. 2) We show empirically how cloudy samples in the training lead to a more prosperous feature
extraction, more balanced modality relevance scores, and more relevance and better performance
under the appearance of clouds. 3) We further present empirical results that indicate that the im-
proved information extraction from the SAR modality could also positively affect the classification
performance under clear data.

2 METHODOLOGY

As we are interested in the relevance of the whole dataset, we utilize the SHAPE (Hu et al., 2022)
approach for our investigations.We follow the notation of (Hu et al., 2022) and denote f as a data fu-
sion neural network, the set of modalities as M = {MSAR,Mopt}, two baseline values 0SAR and 0opt
for the two modalities, a model-specific scaling value Zf > 0 and a measure of performance Vf (·, ·)
(i.e., accuracy), which is computed with the predictions of f based on the given modalities. For the
baseline values, we follow (Hu et al., 2022) and replace the input of the corresponding modalities
with a zero tensor of the same shape. The SHAPE score is then computed as the Shapley value on
the availability of the corresponding data source, in our two-modality case with the modalities MSAR
and Mopt. For the SAR modality, we obtain

SSAR;f ;D :=
1

2Zf
[Vf (MSAR,Mopt)− Vf (0SAR,Mopt) + V (MSAR, 0opt)− Vf (0SAR, 0opt)] , (1)

and equivalently for the optical modality. The SHAPE score is bounded between 0 and 1, and a
higher value corresponds to a higher relevance. As we want to evaluate the connection between the
model performance under different data setups and the modality relevance, we set Zf = 1. (Hu et al.,
2022) apply SHAPE to classification tasks, using the accuracy as the performance metric Vf . We
extend this procedure and consider the tasks of single-label and multi-label land cover classification.
Hence, we apply the accuracy and different versions of the F1 and F2 scores, as described, for
example, by (Sumbul et al., 2019).

3 DATA AND EXPERIMENTS

Data SEN12MS (Schmitt et al., 2019) and BigEarthNet-MM (Sumbul et al., 2021) are two widely
used datasets when it comes to the fusion of optical and SAR data for land cover classification.
For SEN12MS, single- and multi-label classification targets exist; BigEarthNet is stated only as a
multi-label classification task. In both cases, the dataset comes with pre-trained models but without
clouds and other distortions of the optical data in the training, validation, and test split. However,
BigEarthNet also provides additional cloudy samples, and SEN12MS combined with SEN12MSCR
contains cloudy images for a subset of the locations in SEN12MS that are used for SAR-optical
based cloud-removal (Ebel et al., 2022). For detailed information on the dataset, we reference the
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Figure 1: The modality relevance (left) and the classification performance (right) of pre-trained
networks on BigEarthNet and SEN12MS with multi-label (ML) and single-label (SL) targets. OA
and AA are overall and class-average accuracy. The metrics in the left column represent the choice
of Vf .

readers to the original works, (Schmitt et al., 2019; Sumbul et al., 2021), to (Gawlikowski et al.,
2022) for further details on the cloud distribution in SEN12MSCR, and to the supplement.

Evaluating pre-trained models We evaluate the pre-trained models available for SEN12MS
(ResNet50, DenseNet121 - both for single- and multi-label classification) and BigEarthNet (VGG16
and VGG19) under different data setups. Figure 1 shows the modality relevance and classification
performance of these networks. We obtain the same performance for the clear data as in the dataset
papers (Schmitt & Wu, 2021; Sumbul et al., 2021). With clouds in the test dataset, the performance
drops significantly, most visible for the ”very cloudy” subset of BigEarthNet. Both the optical and
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Figure 2: Modality relevance (left) and classification performance (right) of ResNet18 models
trained with and without clouds in the training data. The results are based on five runs and show the
mean values and standard deviations.

the SAR relevance decrease. For BigEarthNet, the SAR relevance shows a more substantial decrease
than in the corresponding evaluations of SEN12MS.

Training own models We utilize the co-registered cloudy-clear samples of SEN12MS and train
ResNet18 (He et al., 2016) models on the original and cloudy datasets. The cloudy dataset contains
samples with cloud coverage ranging from 0% to 100% with a peak in 90%-100% coverage (Schmitt
& Wu, 2021; Gawlikowski et al., 2022). For the cloudy dataset, randomly choose for each sample
- if available - whether we load the sample from SEN12MS or SEN12MSCR. We set the sample
distribution to 80% probability for SEN12MSCR. We do this as the SEN12MSCR dataset is not fully
cloud-covered and represents only a subset of the original clear dataset. For each setup, we train five
networks for 25 epochs, use a batch size of 64, and optimize them with the Adam optimizer and
PyTorch default parameterization. Figure 2 shows the resulting relevance scores and classification
performance values. Comparing the networks trained with and without clouds, one can see that the
optical modality is slightly less relevant, while the SAR modality becomes more relevant. Regarding
the performance, the networks trained on the cloudy data achieve significantly higher performance
on the cloudy test set and a little higher performance on the clear test set.

4 DISCUSSION AND OUTLOOK

Discussion The evaluation shows that for the pre-trained networks, the relevance of the optical
modality is higher than the relevance of the SAR modality. Regarding the cloud-free training pro-
cedure and the richer information and easier access to the optical data, this fits the expectations and
findings in other works. Further, under the occurrence of clouds, the model performance and the
modality relevance values are lower. Also, the relevance of the SAR modality decreases with the
occurrence of clouds, indicating that the SAR modality is not fully explored and mixed with the
information from the optical modality at an early stage. We see a higher relevance on the SAR
than on the optical component when training with cloudy samples. This indicates that the cooper-
ation among the different data sources is enhanced but that SAR-specific features are also used for
(parts of) the classification tasks. This can also be seen in the classification performance, where
the performance of the cloudy-trained network is (as expected) better on the cloudy test samples.
Interestingly, these models also perform slightly better on the clear test set and with a smaller devia-
tion in the performance. This makes sense when we assume that the network extracts more features
from the SAR component, which is less sensitive to regional and illumination changes that appear
between the training and the test data. However, as this study is relatively small, further experiments
must be investigated to investigate these observations with more repetitions, datasets, and especially
more complex models than the used ResNet18. Despite this, it is clearly visible that the cloudy
training data did not lead to a clear drop in performance, indicating that the SAR modality is not
fully utilized in the clear training setup.
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Outloook In the future, we are planning to extend the presented evaluations across a more compre-
hensive array of setups, data types, and the training of larger and more advanced models. Further,
we plan to investigate the development of relevance scores over the training epochs to get more
insight into the learning procedure of multi-modal neural networks. Lastly, we aim to extend our
investigation to the relevance of individual data points to identify specific strengths and weaknesses
of specific data sources, to learn about the qualities of the modalities for the individual classes, and
to quantify the capabilities to use the relevance values for the detection of false predictions.
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