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ABSTRACT

Hyperspectral data acquired by the Compact Reconnaissance Imaging Spectrome-
ter for Mars (CRISM) have allowed for unparalleled mapping of the surface min-
eralogy of Mars. Due to sensor degradation over time, a significant portion of
the recently acquired data is considered unusable. Here a new data-driven model
architecture, Noise2Noise4Mars (N2N4M), is introduced to remove noise from
CRISM images. Our model is self-supervised and does not require zero-noise
target data, making it well suited for use in Planetary Science applications where
high quality labelled data is scarce. We demonstrate its strong performance on
synthetic-noise data and CRISM images, and its impact on downstream classi-
fication performance, outperforming benchmark methods on most metrics. This
allows for detailed analysis for critical sites of interest on the Martian surface,
including proposed lander sites.

1 INTRODUCTION

The hyperspectral data collected by the Compact Reconnaissance Imaging Spectrometer for Mars
(CRISM) on-board NASA’s Mars Reconnaissance Orbiter (MRO) mission has allowed for the high-
est resolution spectral mapping of the Martian surface to date. During its operation from 2006
to 2022, CRISM captured over 33,000 targeted observations and mapped 86% of the planetary sur-
face (Seelos et al., 2023). CRISM data have allowed for detailed mapping of the surface mineralogy,
and understanding of the geological evolution of the red planet (Murchie et al., 2019).

Despite the vast quantity of imagery acquired by CRISM, much of the data processing and im-
age interpretation is accomplished manually. Significant technical expertise is required to interpret
the imagery, so the reliance on manual efforts represents a large bottleneck in effective use of this
data. In addition, CRISM data quality has decreased steadily since its launch, attributed to failing
cryocooling systems (Carter et al., 2013). As a result, much of the more recent imagery (>2012)
contains a sufficiently high noise fraction (see Fig. 1) to obscure absorption features, which restricts
mineral identification and analysis (Mandon et al., 2021). This limits our understanding of key sites
of interest identified more recently, for example Oxia Planum, the proposed landing site for ESA’s
ExoMars rover (Mandon et al., 2021). The scarcity of labelled or ground truth data presents an
additional challenge, as even older CRISM data still contains noise from atmospheric and photo-
metric effects. Therefore, noise-free ground truth data does not exist for Mars. This highlights the
need for development of unsupervised or self-supervised approaches (Fernandes et al., 2022; Pletl
et al., 2023). To that end, our work introduces a new, self-supervised deep learning architecture
for denoising hyperspectral signals, with no requirement for paired training data. Additionally, our
model expects target data which itself is noisy, which is critical for application to Planetary Sci-
ences where perfect data is rarely available. The code used to develop this work can be found here:
https://github.com/rob-platt/n2n4m
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Figure 1: Comparison of a low-noise and high-noise pixel spectra of the same location extracted
from two CRISM images (FRT0000A053 and FRS000364CA) acquired 7 years apart. Absorption
features to identify the surface material as an Mg/Fe-Smectite are highlighted. Shown in green is
the low-noise spectra with synthetic Gaussian noise added.

1.1 RELATED WORKS

Two broad approaches have been developed to reduce noise and artefacts prevalent in CRISM data.
The first uses and builds upon the so-called “Volcano-Scan” correction, the current method applied
in the preprocessing pipeline for CRISM IR images to correct for atmospheric effects (Murchie et al.,
2022; 2009; Seelos et al., 2011). The CRISM Iterative Recognition and Removal of Unwanted Spik-
ing (CIRRUS) and the Complement to CRISM Analysis Toolkit (CoTCAT) use statistical methods
to reduce noise and build on “Volcano-Scan” products (Parente, 2008; Bultel et al., 2015). Simi-
larly Carter et al. (2012) developed a tool (OCAT) using a Fast Fourier Transform (FFT) to generate
a smoothed signal.

A second approach developed around using radiative transfer modelling, utilizing a physical forward
model (DISTORT) to simultaneously post-process and denoise the spectra (McGuire et al., 2008).
Developments included application of Maximum Likelihood Estimation to the results (Kreisch et al.,
2017), and adding hypothesis testing for noise and data distribution (He et al., 2019). Itoh & Parente
(2020) developed a method to directly estimate the atmospheric transmission from the image itself,
to simultaneously apply atmospheric correction and denoising. Both groups of methods have limita-
tions - statistical methods can over-smooth key features (Bultel et al., 2015), whilst DISTORT-based
methods have higher computational requirements and long (∼2hrs per image) processing time (Itoh
& Parente, 2020). Data-driven approaches remains unexplored.

A plethora of Machine Learning (ML) approaches have been developed for denoising of signal or
image data, based on Convolutional Neural Networks (CNNs) (Tian et al., 2020; Zhang et al., 2018),
Autoencoders (Gondara, 2016), and Diffusion models (Kawar et al., 2022). Of particular interest
is the work of (Lehtinen et al., 2018), who implemented a CNN where the target images are not
assumed to be noise free. This is critical for application to CRISM data, where there is no noise-free
ground truth.

2 METHODS

The data used for this work is derived from the CRISM Machine Learning Toolkit dataset (Ple-
bani et al., 2022). This consists of 586,599 pixels extracted from 77 low-noise CRISM images,
associated with 39 corresponding mineral labels. The base Targeted Reduced Data Record (TRDR)
images were processed using MarsSI (Quantin-Nataf et al., 2018) to apply standard photometric and
volcano-scan atmospheric corrections. Each IR spectra contains 350 channels between 1.0210µm-
2.6483µm and 2.8070µm-3.4769µm, with channels known to contain artefacts excluded as in the
original data (Plebani et al., 2022). Additionally, 150,000 spectrally inert or “bland”, pixels identi-
fied by Plebani et al. (2022) from a wider range of images were similarly processed and added to
the dataset to better reflect the true class distribution. Synthetic noise is then added to the spectra to
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create high-noise training examples. The model objective is to reconstruct the low-noise signal from
the high-noise signal as input.

2.1 PREPROCESSING

Two further preprocessing steps were applied to clean the data - imputation of bad values (I/F >
1) and of data where significant atmospheric artefact remained between 1.91µm and 2.08µm due to
issues with the volcano-scan correction. The data was split into train, test, and validation sets by
image to ensure generalisation to unseen imagery. In addition, the Serpentine and Muscovite mineral
classes were restricted to the test set only, to provide insight to the models ability to generalise to
unseen mineral classes.

Synthetic noise was added to the low noise data to create training data (Fig. 1). The synthetic noise
partially obscures some of the key absorption features (e.g. the absorption at 1.42µm in Fig. 1)
similarly to real high noise spectra. This synthetic noise was created by sampling from a Gaussian
distribution with zero mean, following Bultel et al. (2015). An additional, uniformly sampled ran-
dom variable is added to increase the inter-channel variability, which better reflects the observed
noise distribution (Bultel et al., 2015).

2.2 MODEL AND TRAINING SCHEME

Our approach implemented a 1-Dimensional convolutional neural network (1D-CNN) in a U-Net
architecture. This was inspired by the Noise2Noise (N2N) denoising work (Lehtinen et al., 2018),
which showed that when using a U-Net architecture, a model can be trained effectively to de-
noise natural images despite the presence of noise in the target data. Our new model architecture,
Noise2Noise for Mars (N2N4M), introduces important architectural changes to fit hyperspectral
data. Instead of 2-dimensional convolution, we use 1-dimensional convolution layers to leverage
features in the rich spectral dimension unique to hyperspectral imagery, rather than spatial data.
Transposed convolution layers were used rather than nearest-neighbour upsampling in the decoder,
and kernels of size 5 were found to be the most performant during hyperparamter tuning. N2N4M
was trained for 100 epochs, and the validation dataset was used to tune learning rate, batch size,
and model architecture. The final model architecture and exact training parameters can be found in
Appendix A. This architecture allows us to apply the model to CRISM data, where no zero-noise
ground truth data exists, which has restricted data-driven approaches to the problem.

Figure 2: Qualitative comparsion of results on unseen spectra from two different mineral classes.
Shown are the high-noise input, low-noise target, and high-noise data denoised by CoTCAT, and
N2N4M (ours). Absorption features for mineral identification are highlighted.
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Data Denoising Task Downstream Classification Task
MSE Relative Accuracy Relative F1 Score Relative Precision Relative Recall

Ground Truth N/A 1.00 1.00 1.00 1.00
Savitzky-Golay Filter 2.8× 10−5 0.01 0.00 0.42 0.09

CoTCAT (Bultel et al. 2015) 5.0× 10−6 0.35 0.43 0.50 0.41
N2N4M (Ours) 4.7× 10−6 0.52 0.48 0.50 0.64

Table 1: Benchmarking results for denoising, and the downstream classification task which uses the
HBM from Plebani et al. (2022). Classification metrics are given relative to classifier performance
on high quality, low-noise ground truth data. Best performance is highlighted in bold.

Figure 3: Two pairs of test images, from top to bottom: low-noise reference image (LN), high-noise
image (HN), denoised image (DN). Images shown as the strength of absorption features (listed at
base) in each pixel, which highlight outcrops of hydrated minerals identified in the reference image.

3 RESULTS

Model performance was tested with three approaches; denoising ability on synthetic noise data,
downstream classification performance, and application to real imagery. The combination of these
perceptual and quantitative metrics allow for a rigorous evaluation of the ability and limitations of
the model. The Complement to CRISM Analysis Toolkit (CoTCAT) model (Bultel et al., 2015), and
Savitzky-Golay filtering (Gorry, 1990) were used as benchmarks for comparison.

When denoising unseen synthetic high-noise data, our model shows the lowest reconstruction error
compared to the ground truth (Table 1). A visual inspection of the results (see Fig. 2 and Fig. 3)
shows that N2N4M removes more noise than CoTCAT whilst retaining the absorption features evi-
dent in the ground truth which are critical for mineral identification. For downstream classification,
the Hierarchical Bayesian Model (HBM) developed by (Plebani et al., 2022) was used, trained on
low-noise data. The HBM predicts a mineral class label for an inputted spectra, with ground truth
labels included in the original dataset by (Plebani et al., 2022). The results (Table 1) are given as
scores relative to performance on low-noise ground truth data, to highlight the impact of different
denoising methods. N2N4M denoising results in a significant increase in most metrics over the
benchmarks.

Image evaluation was performed on two CRISM image pairs. In each case, a low-noise, high quality
image and high-noise, low quality image had been acquired over the same spatial location. The high-
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noise image in each pair was denoised using N2N4M, before standard post-processing steps were
applied to all images using the ratioing method described by Plebani et al. (2022). Summary param-
eters are a widespread method to visualise specific mineral suites in hyperspectral images (Viviano-
Beck et al., 2014) and allow for a visual assessment of denoising quality on real data. Summary
parameters for known outcrops previously identified in the high quality imagery (Bultel et al., 2015;
Mandon et al., 2021) were calculated for all results (Fig. 3). The denoised images show a clear
increase in perceptual quality over the original, with mineral outcrops highlighted with greater def-
inition and clearer spatial extents. They compare favourably with the reference images and do not
exhibit any spurious outcrops.

4 DISCUSSION AND FUTURE WORKS

Our proposed model shows promising results on both synthetic and real noise hyperspectral CRISM
imagery. The downstream use of this data is classification of surface mineralogy, and N2N4M
denoised data shows a significant improvement over the benchmark in enabling this task. As such
automated classifiers are used to identify outcrop shapes and extents over exact mineral species iden-
tification (Plebani et al., 2022), the 0.23 relative increase in recall by N2N4M over the benchmark
represents a large increase in capabilities. When real imagery is assessed, there is a clear increase
in visual quality post-denoising. Additionally, no artificial mineral outcrops are introduced which is
critical for trust in the wider use of this model outside of examples where low noise imagery is avail-
able. Whilst N2N4M shows a clear step forward in performance, further development is needed for
truly reliable denoising and classification. Many higher noise CRISM images display striping noise
(Carter et al., 2012), and methods to include this spatial component directly in the model should be
explored.

5 CONCLUSION

A novel, data-driven method for denoising hyperspectral imagery of Mars where true no-noise
ground truth is unavailable has been proposed. This approach is shown to be effective at removing
noise whilst retaining key absorption features of spectra, for both synthetic noise and real example
imagery. Our method is not restricted to the particular characteristics of SWIR spectra and could
easily be applied in other domains e.g. Synthetic Aperture Radar (SAR), or Radio signals. Our
work should allow for further analysis of much of the Martian surface mineralogy, and highlights
the use-case for self-supervised ML methods in Planetary Sciences.
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A APPENDIX

Figure 4: Noise2Noise 4 Mars (N2N4M) Network Architecture. All convolutional kernels were size
5.

Hyperparamter settings for N2N4M model training: learning rate = 1× 10−3, and batch size = 256.
Model was trained for 100 epochs with early stopping implemented after 5 epochs of no decrease
in validation score. Mean squared error (MSE) was used as the loss function, and ADAM as the
optimiser.
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